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Background including aims 
Scanning transmission electron microscopy (STEM) has become an essential tool for materials science 
research, where it has been applied to atomic-scale imaging, diffraction, spectroscopy, and 3D 
tomography of many materials. High speed direct electron detectors have now become ubiquitous, 
allowing researchers to record full 2D diffraction patterns for each electron probe position in a 2D 
grid, producing very large 4D-STEM datasets [1]. Extracting material properties and structures from 
4D-STEM datasets requires efficient and robust software methods. In this talk, I will highlight various 
4D-STEM analysis workflows using our open source py4DSTEM toolkit [2]. 
 
Methods 
The py4DSTEM toolkit is an open-source python library hosted on GitHub, along with many tutorials 
and example datasets. It contains various analysis modules including those aimed at calibration, 
classification, diffraction pattern simulation and matching, Bragg diffraction analysis, amorphous 
diffraction analysis, phase contrast imaging, and others. To analyze nanobeam diffraction patterns 
generated by crystalline samples, we use template matching for disk detection, correlation for 
orientation mapping, and lattice fitting to measure strain [2,3]. Phase contrast imaging modes are 
implemented using iterative gradient descent with regularization [4]. 
 
Results 
We have performed high resolution 4D-STEM strain mapping on metallurgical samples and energy 
materials, both ex situ and in situ. We have also demonstrated improved precision and accuracy for 
nanobeam strain measurements by using patterned apertures [5]. We have also used 4D-STEM to 
characterize the morphology of highly beam-sensitive soft matter samples, including block 
copolymers with both crystalline and amorphous constituent phases. We have also used dictionary 
lookup methods to determine the crystalline phases of complex samples, and machine learning 
methods for blind estimation of crystal systems, space groups and lattice constants. Finally, we have 
also used STEM phase contrast imaging methods to measure the atomic structure of materials in 2D 
and 3D. I will show how each of these results were generated using the py4DSTEM code. I will also 
demonstrate how modern machine learning methods can be used to analyze the most challenging 
4D-STEM experiments: those where multiple scattering and dynamical effects from thick samples 
produce highly nonlinear diffraction contrast. 
 
Conclusion 
While 4D-STEM is a powerful tool to characterize the material structure and properties, modern high 
speed electron detectors produce a truly prodigious amount of data. These experiments therefore 
require highly robust and efficient software analysis tools to analyze the results. We have 
implemented many algorithmic methods in the open source py4DSTEM code, and we welcome 
additional contributions from the microscopy community. 
 
Keywords 
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Graphic 
  
(top) Geometry of a 4D-STEM experiment where many diffraction patterns are recorded from a 
sample. (bottom) Examples of analysis methods implemented in py4DSTEM. Adapted from [2]. 
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The strong interaction of an electron beam with matter has enabled 3D electron diffraction of 
specimens that are otherwise too small for X-ray analysis. For improved crystal structure refinement 
it is known that the Bragg diffracted beam intensities must be calculated dynamically, rather than 
kinematically. Inelastic scattering, especially low energy phonon and plasmon excitations with 
relatively large cross sections, are also unavoidable. Bloch wave models for high energy electron 
diffraction can however deal with only phonon losses phenomenologically, i.e. thermal diffuse 
scattering (TDS) is modelled by introducing an imaginary term to the crystal potential, which has the 
undesirable effect of depleting the electron beam intensity as it propagates through the specimen. 
Furthermore, there is as yet no method for including plasmons in Bloch wave calculations.  
 
Here Monte Carlo methods are combined with Bloch waves to calculate the inelastic scattering due 
to phonons and plasmons. The Monte Carlo approach treats the incident electron as a particle, and 
relies on computer generated random numbers to estimate parameters such as the scattering path 
length and scattering angles. Since it assumes particle-like behaviour, it is only valid for highly 
delocalised scattering events such as phonon and plasmon excitations. In such cases the periodic 
nature of the incident electron in the crystal (i.e. Bloch wave) will be averaged out and therefore has 
no effect on the scattering. The diffuse scattering is simulated by rigidly shifting the Bragg diffraction 
spots over reciprocal space; the direction of shift and magnitude of diffuse intensity being 
determined by the inelastic scattering vector and cross section respectively. Simulated phonon and 
plasmon diffuse scattering distributions show striking similarities with experiment. For example, the 
TDS exhibit Kikuchi lines and bands (see figure), while the plasmon diffuse scattering shows ‘halos’ 
around the Bragg beams. Furthermore, unlike the phenomenological Bloch wave model there is no 
loss in electron beam intensity due to inelastic scattering. 
 
The new Bloch wave model as well as experiment are used to determine the role of inelastic 
scattering on Bragg beam intensities. Energy filtered diffraction patterns were acquired from a 1990 
Å thick, [110]-Si specimen at single and double plasmon energy losses, as well as at ‘zero’ loss (due to 
the limited energy resolution energy filtering cannot remove phonon losses). The unscattered beam 
intensity was found to decrease with increasing energy loss, although the Bragg diffracted beam 
intensities remained constant within the measurement error. It should be noted that the total 
intensity for each diffraction pattern was normalised and that no background subtraction was 
performed, i.e. the diffuse scattering around each Bragg reflection was included in the intensity for 
that beam. The same trends were also reproduced with the inelastic Bloch wave calculations. For 
crystal structure refinement the unscattered beam is often ignored and only the relative  intensities 
of the diffracted beams are utilised. Both theory and experiment indicate that the relative intensities 
are unchanged provided that the diffuse background is not subtracted and correctly assigned to the 
relevant Bragg reflection. This highlights the importance of the diffuse background in energy 
unfiltered 3D electron diffraction. To ensure crystal structure refinement is robust to inelastic 
scattering the diffuse background must be included in the intensity measurements.   
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Background incl. aims 
Electron diffraction is a reliable tool to obtain information about the crystalline structure of 
nanoscale materials. With the recent emergence of more sensitive detector technology (Direct 
electron detectors e.g., Timepix and Medipix) the requirement for the dose applied to the sample in 
experiment drastically decreases.  
Diffraction requires a far simpler setup as compared to conventional transmission electron 
microscopy as the diffraction pattern can be obtained without any lenses. This lends itself ideally to 
an implementation in a conventional SEM tool having several advantages such as providing more 
space for sample stimuli and manipulation, lower cost, and much smaller footprint. Typically, the 
acceleration voltage in SEM is lower compared to TEM. However, in the past years the tendency for 
particles’ size decrease can be observed and SEM could become an attractive alternative to TEM for 
such materials. 
 
Rather than taking a single diffraction pattern, the combination of a SEM tool and a fast direct 
electron detector allow for the efficient acquisition of 4DSTEM diffraction data, having a diffraction 
pattern for each probe position in a STEM scan. 
 
There are however a few challenges: 
● A lower acceleration voltage compared to TEM leads to a decrease of maximum sample 
thickness that can be used.  
● The field of view in a SEM is much larger than in TEM. On the one hand, this is advantageous 
to gather statistical information on a much higher number of particles. On the other hand, a large 
part of this field of view is often empty resulting in long recording times with large portions of the 
data being empty.  
● Distinguishing diffraction reflexes from the background can become challenging at the 
reduced acceleration voltage. This reduces the intensity of the reflections and results in poor 
averaged diffraction patterns which are dominated by the background signal.  
To negotiate these issues new methods for data acquisition and processing should be developed. In 
the current work we aim to push the limit of transmission electron diffraction in SEM, mitigate beam 
damage and sample contamination, to make SEM a versatile tool for a high-resolution electron 
diffraction structure investigation. 
 
Methods 
Experiments made on a Tescan Mira FEG SEM. Diffraction data collected via an Advacam AdvaPix. 
Sample manipulated by custom stage of 3 Xeryon linear piezo motors in XYZ configuration mounted 
on rotation stage for tomography.   Data processing is done in Hyperspy, controls are made with 
Python, image denoising is achieved with a convolutional neural network, Edge detection is realized 
with OpenCV. 
 
Results 
To reduce the acquisition time and avoid empty areas in the 4DSTEM dataset we use a fast overview 
scan from which we detect all particles positions and shapes with computer vision. In a second step 
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we determine a scan pattern to visit only those areas which likely to give diffraction patterns. We call 
this approach ROI 4DSTEM: each detected particle is marked with a bounding box. We then use the 
assumption that particles or agglomerated particle sets tend to be much thinner on their outer 
boundaries as compared to their centers. These boundaries are therefore the ideal positions to get 
good quality diffraction data from if the assumption holds that the core of the particles is the same 
crystal structure as its perimeter area. We call this method Edge Detected 4DSTEM. By utilizing image 
denoising via a modern convolutional neural network and edge detection algorithms we were able to 
create with high precision a mask of scan positions that is later used to position the incident beam 
only at those areas that most likely will lead to good quality diffraction patterns. 
This approach allows us to perform 4DSTEM in SEM in a much more effective manner. Indeed, for a 
standard 4DSTEM raster scan of 1024x1024 scan positions we would get 1,048,576 diffraction 
patterns, or approximately 182 GB of data to store and 18 minutes to collect all this data at 1 ms 
exposure time. In our ED4DSTEM method, we only collect 23,000 positions, resulting in 4 GB of data 
and 23 seconds of total recording time for the same 1ms exposure time. This is almost 50 times 
faster/more efficient as compared to conventional raster scanning resulting in a significant reduction 
of beam damage and contamination on top of the benefit of pre-filtered diffraction data of much 
higher average quality. 
By processing each individual diffraction pattern and storing only the peak positions and their 
intensities we can obtain a massive data reduction that considerably simplifies the following data 
analysis steps. This reduced dataset can then be used for any kind of diffraction analysis. In our case 
we are collecting “virtual” ring patterns as a radially integrated histogram of the scattering angle of 
all observed peaks, weighted by their intensity. This method has the advantage of suppressing the 
background in the diffraction pattern that originated from substrate/noise/amorphous content in the 
sample that otherwise would dramatically deteriorate the quality of a position averaged diffraction 
pattern. An added benefit is the sub-pixel position accuracy that can compensate for beam 
convergence and pixel size effect. 
 
Conclusion 
In this work we present methods that allow for more effective 4DSTEM diffraction data acquisition 
on dispersed crystalline nanoparticles at low acceleration voltages as well as methods for more 
reliable data processing. Our method, compared to conventional 4DSTEM raster scan, drastically 
decreases the total 4DSTEM acquisition time, beam damage and contamination while providing a 
dramatic data reduction in the process that could significantly simplify follow the data analysis. These 
approaches are also amenable to TEM and could be especially useful in case of beam-sensitive 
objects. 
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Identifying the orientation of crystalline phases at the nanometer scale is relevant for understanding 
materials properties. Here we will demonstrate that collecting and processing scanning precession 
electron diffraction (SPED) datasets collected at a few different specimen tilts can improve the 
accuracy of template-based orientation mapping [1,2]. In addition, the tilt series allows complete 
determination of the relation between the specimen crystallographic setting and the goniometer 
axes. This insight, combined with the orientation map, can be used in a convenient semi-automatic 
approach to predict the tilts required to reach a target specimen orientation for further structure 
analysis. 
SPED of different polycrystalline systems (Si, Ag, and oxides) were recorded in a JEOL JEM2100F with 
a NanoMegas DigiStar precession system and a Quantum Detectors MerlinEM direct electron 
detector. Scans were taken over areas up to 15 x 15 µm containing 10’s of grains using a nominal 
precession angle of 1˚. Tilts series using one or two axes contained 3-5 tilts in the range 0 - 20˚ from 
the initial flat specimen position. For data analysis and visualization, we used primarily the open-
source python library pyxem [3]. 
The indexed frames, taken at different tilts, were compared, after manually aligning the frames, using 
the set tilt as expected misorientation. Together with considering as well the best 5 to 25 normalized 
cross correlations between the experimental patterns and the simulated pattern bank, orientation-
dependent misindexations can be identified and the orientation estimate refined. Compared to the 
standard approach of collecting SPED using only a single specimen tilt and the best correlation scores 
for each pattern, the tilt series approach reduces indexation variations within grains. This gives a 
more uniform representation of the grains in the final orientation maps.  
The accuracy of the refined orientation analysis can be determined with a known orientation 
relation, here for example Σ3 twins in face-centered cubic and diamond crystal systems. The 
misorientation deviation between the measured and expected misorientation between twin domains 
is used as the metric [4]. The found accuracy is below the used precession angle.  
The refined orientation mapping based on a small tilt series has a further practical use. From a single 
axis tilt series, the position of the two perpendicular tilt axes can be determined. As the tilt series is 
small and over a limited angular range, sufficient probe positions must be used to accurately 
determine the tilt axis position. Misaligned between frames and areas with overlap, such as grain 
boundary areas, were excluded through thresholding. A second tilt axis series or grains correctly 
indexed in different frames can be used to verify the found axes positions. Using the determined 
orientation of a grain together with the deduced axes positions, the tilts to reach a target zone for a 
grain can be predicted. Based on tests on different TEMs and holders, the target zone was within 2˚. 
In the tests the specimen was placed at approximately the same rotation relative to the holder axes. 
However, should the specimen be differently placed compared to where the orientation was mapped 
out, an additional transformation matrix can be included in the navigation tool to recalculate the 
target tilts for the given specimen placing. This correction is based on a manual estimation of 
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misorientation from the tilts to the actual target zone, diffraction (using the Laue circle), or imaging 
(assuming in-plane rotation).   
To conclude, template matching based on multiple SPED scans at a few varying specimen tilts 
improves the accuracy and the final orientation visualization. In addition, the approach is used to 
make a practical navigator tool that widens to use of template matching results for subsequent 
lattice imaging and further crystallographic analysis. With the advancements in automatic scan 
controls, faster detectors and optimized transparent open-source routines, the benefits gained will 
more than compensate for the drawbacks of acquiring and processing multiple scans.  
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Background and aims 
In contrast to kinematical diffraction intensities, which are insensitive to the phases of structure 
factors, dynamical diffraction intensities, as observed in most electron diffraction patterns, encode 
sums of phases of structure factor triplets and higher order multiplets, i.e. sets of structure factors 
for which the sum of the corresponding reciprocal lattice vectors vanishes. The scattering matrix 
S(kt)n,m = [exp(iTA(kt)]n,m, which is given by the matrix exponential of the product of the 
wavelength-scaled specimen thickness T and the structure factor matrix A(kt), the diagonal of which 
depends on the incident beam tilt kt, can be expanded to a sum of monomials in the structure 
factors, as shown in eqn. (1) [1] with the C-coefficients given by expression (2) and examples by 
expressions (4). Having diffraction data for multiple angles of incidence for a tilt range of several tens 
of mrad along kx and ky [2] allows the T- and kt-dependent C-coefficients (eqns. (3) & (4)) to be 
different enough, so that the individual monomials can be determined. For thicker specimen, the 
expansion order q would be very high, so a stacking of layers with a limited expansion order is 
proposed.  
 
Methods 
Large-angle rocking-beam electron diffraction (LARBED) [2] is a technique which can be used to 
acquire 2D rocking curve information from nearly arbitrarily small areas of the specimen for beam tilt 
angles of up to +/- 100 mrad in both tilt dimensions, and more, if the specimen is tilted as well. The 
diffracted intensities for every beam tilt are then extracted from these 4D datasets and the 
corresponding coefficients computed according to expression (2) [3]. In order to limit the number of 
terms in the linear set of equations, only coefficients of significant amplitude should then be kept.  
An alternative approach which also works for thicker specimen, is to consider the crystalline sample 
to consist of many identical layers that are stacked on top of each other, use a very limited expansion 
order (q = 1 is sufficient – in that case we call the approximation first-order expansion stacked Bloch 
wave (FOESBW) see eqn. (4)), but consider the structure factors in each layer to be independent from 
one another. This makes the complex scattering amplitude then a linear function in the structure 
factors, and a solution may then be found by solving this system of equations under the constraint 
that the structure factors in all of the layers are as close to each other as possible. 
 
Results 
Figure (a) shows a simulated LARBED pattern of GaN (110) (thickness 10 nm, acc. voltage 200 kV, 
max. g-vector 20 1/nm, as indicated by the white dash-dotted circle) on a logarithmic scale. The 
green dashed circle indicates the tilt range of the illumination during the LARBED simulation. Fig. (b) 
shows the central part of the diffraction pattern on a linear scale. The geometry of the 
representation of the LARBED dataset is illustrated by highlighting that the scale of the LARBED discs 
is 10 times larger than that of the distance between discs (descan = 0.9 [2]). Fig. (c) shows the 
structure of GaN in the (110) zone axis (1 x 2 unit cells are being displayed). Fig. (d) shows the original 
crystal potential simulated using independent atom scattering factors. Fig. (e) shows the crystal 
potential resulting from all 194 structure factors that have been reconstructed using the FOESBW 
approach. Fig. (f) shows a bandwidth-limited potential resulting from a set of structure factors that 
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was refined from the FOESBW-reconstruction using a simplex optimization of the full scattering 
matrix. The potential has been bandwidth limited to the resolution of the diffraction data (20 1/nm). 
All three potential maps are displayed using the same color map and -range. While these simulated 
results have also been presented in [3], we will also demonstrate the application to experimental 
data of various structures acquired using the Nion HERMES equipped with a Dectris ELA detector [4]. 
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Background incl. aims 
High-performance semiconductor devices are the basis of modern electronic equipment and have a 
very important impact on the processing, transmission and storage of information and energy fields. 
In many of those devices, the built-in electric field, depending on the distribution of dopants, plays a 
vital role in their performance and operating characteristics. On the other hand, introducing strain in 
the semiconductor structures, either during epitaxial growth or by external stresses, has been often 
used to optimize the functional properties of the semiconductor materials. Therefore, how to 
measure the electric field and strain at the nanoscale accurately and ideally simultaneously is crucial 
to the development and improvement of miniaturized semiconductor devices. Transmission electron 
microscopy (TEM) would be able to offer such a spatial resolution, but it is usually required to adopt 
different imaging modes to measure the strain and electric field. This would make it particularly 
difficult when measuring them during in situ straining experiments as the measured strain and 
electric field may not correspond to the same state over serial measurements.  
The emergence of four-dimensional scanning transmission electron microscopy (4D-STEM) has 
enabled an alternative solution to measuring electromagnetic field and strain at the nanoscale. 4D-
STEM, employing a pixelated electron detector for recording 2D images of convergent beam electron 
diffractions over a 2D grid of beam positions, offers a wide range of applications. Its resolutions in 
high-precision strain measurement and electromagnetic field determination can be up to the sub-
nanometer scale. The technique allows nanoscale field mapping by measuring the center-of-mass 
(CoM) shift of the bright-field (BF) disk which is linearly proportional to the field, and the integration 
of CoM (iCoM) leads to the projected phase shift comparable to other techniques such as electron 
holography. For strain mapping, the variation of the reciprocal distance between a pair of diffraction 
disks is typically quantified to measure the strain. 
Methods 
Precession-assisted 4D-STEM dataset including both dark field disks and bright field disks were 
acquired. Precession was used to overcome the effect of dynamic diffraction. The long range electric 
field will cause a physical shift of the whole disk rather than the intensity redistribution inside the 
disks. In view of this, an edge detection method was used to determine the position of the diffraction 
disks, in contrast to the traditional CoM method. In theory, the shift of the bright disk is only caused 
by the electric field (EdgeBF), while the shift of the dark disks contain the effects from both 
electromagnetic fields (EdgeD¬¬¬¬_field) and the strain (EdgeD_strain). Since the EdgeD_strain in a 
pair of diffraction disks are equal in magnitude and opposite in direction, we can add the vectors of a 
pair of diffraction disks together and divide by two to obtain the pure contribution from the electrical 
field. 
 
Results 
Applying this method with semiconductor, the electric field and strain result are obtained 
simultaneously in a same 4dstem data. In principle, one pair of dark field spots are enough if they are 
the zone axis we want and uniform and bright enough, but if we can get 3 pairs of diffraction spots 
edge results respectively and average them up is also credible. In second figure, there is a demo 
experiment result with this method, the EdgeBF, from bright disk, is compared with the average 
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EdgeD¬¬¬¬_field, especially the profile and the difference in (d), the dark field is same direction of (b) 
and (c) in vertical, the (e),(f) and (g) is the strain along x and y direction.  
Conclusion 
In this contribution, we describe the procedure for decouple the influences attributed to strain and 
electromagnetic fields from the observed edge detection of a pair of diffraction patterns within a 
same 4D STEM dataset, as shown in the Figure. This procedure is applied with semiconductor 
samples to ensure the perfect correspondence between electric field and strain data acquired under 
identical conditions. After comparing with electric field from bright disk, the EdgeD_strain result is 
credible to some extent. 
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4-dimensional scanning transmission electron microscopy (4DSTEM) based imaging techniques, in 
particular multislice electron ptychography, demonstrated unprecedented lateral spatial resolution 
while also providing depth-resolved imaging of the sample [1]. It is therefore, one of the most 
promising technique for 3D imaging of TEM samples at the atomic scale. Carbon nanotubes (CNT) are 
an ideal test subject for multislice ptychographic reconstructions using electron beams. While CNT 
atomic scale imaging can be achieved by high-resolution HR(S)TEM imaging, resolving their complex 
atomic structure is still a challenge, mainly because of the overlapping signal coming from both side 
of the tubes [2]. It becomes even more difficult when one wants to solve the structure of atomic 
defects inside CNTs. Here, we investigate the efficiency of 4DSTEM experiments combined with 
multiple iterative phase retrieval methods to resolved topological defects in CNTs. In particular, our 
goal is to resolve separately both sides of nanotubes using multislice ptychographic reconstructions 
of a single projection. 
 
We used defective carbon nanotube structures, obtained by molecular dynamic calculations in a 
previous work [2], to simulate 4DSTEM datasets. Diffraction pattern simulations were computed 
using the open source abTEM package [3]. These simulated datasets serve two purposes: optimizing 
experimental conditions for high resolution imaging of nanotubes and evaluating the efficiency of 
phase retrieval algorithms. We performed phase images reconstruction using the open source 
py4DSTEM package [4], which features several iterative phase retrieval algorithms. We focused our 
work on the following methods: differential phase contrast, parallax, single and multislice 
ptychography [5]. 4DSTEM experiments were conducted on a double corrected TEM operating at 
80kV and equipped with a Schottky field emission gun (X-FEG) and a direct electron detector. 
Experimental parameters were set as close to the optimum previously determined by simulations 
and phase images were reconstructed using the previously presented methods 
 
In order to preserve tubes from contamination and irradiation damage, 4DSTEM experiments must 
be carried out in less than ideal conditions; i.e. low beam current (<20pA), short dwell time per pixel 
(<2ms), large real space step size (>1.5Å) and defocused STEM probe (tens of nm). In these 
conditions, the efficiency of the iterative ptychographic reconstructions strongly depends on the first 
guess given for the incident probe wave function. To optimize the determination of the initial probe 
parameters, i.e. defocus and residual aberrations, from experimental datasets, we computed 
differential phase contrast and parallax reconstructions [5], prior to the ptychographic 
reconstructions. We also acquired a vacuum probe reference in a separated dataset to constrain the 
incident wave function intensity. This method allowed the reconstructions to converge and strongly 
improved the resolution of CNTs images compared to high-resolution STEM images. However, phase 
images did not achieve the ultimate spatial resolution. Using simulated 4DSTEM datasets, we found 
out that both lateral and depth (in the case of multislice ptychography) resolutions were strongly 
degraded when dealing with partial temporal coherence, i.e. energy spread, of electron beams. The 
energy resolution of the microscope used in this study is limited to a FWHM of 1.5 eV. We showed 
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that with a greater energy resolution, which is available on microscopes equipped with a cold FEG 
gun for example, it is possible to improve lateral resolution and even perform CNT depth sectioning 
using multislice electron ptychography to capture a direct image of topological defects. 
 
4DSTEM based high-resolution imaging techniques, are very promising to obtain direct imaging of 
topological defects in carbon nanotubes. By conducting two parallel studies, one based on simulation 
and one based on real 4DSTEM experiments, we were able to improve the resolution of CNT STEM 
images by performing iterative phase retrieval reconstructions. We demonstrated that 3D imaging of 
carbon nanotubes is even possible using multislice electron ptychography when the electron beam's 
energy spread is reduced. We argue that this limitation can be overcome by state-of-the-art-
microscopes and improved reconstruction algorithms. 
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X-ray diffraction is the predominant method used for structural determination of crystalline 
materials. However, challenges remain on structural analysis of nanocrystalline materials which are 
too small to be studied by single crystal X-ray diffraction. Three-dimensional electron diffraction 
(3DED) has been developed to tackle the challenges. By taking advantages of the strong interaction 
between electrons and matter, 3DED allows single crystal structural analysis even when the crystal 
sizes are down to the range of nanometers[1].  
In this talk, I will give an overview of the development of low-dose 3DED method for analyzing fragile 
materials, where we overcome the challenges of electron beam damage to the compounds such as 
metal-organic frameworks (MOFs) and covalent-organic frameworks (COFs). I will talk about the high-
throughput advantage of 3DED on discovery of new MOF materials among phase mixtures[2], and 
discovery of unknown layer stacking behavior in a 2D COF[3]. By using 3DED, I will further talk about 
how to probe molecular motions in MOF nanocrystals[4] and study host-guest interactions[5]. Last 
but not least, I will present our recent development on further reducing electron dose for studying 
fragile unknown compounds. We believe that using 3DED as a powerful analytical tool for discovering 
new compounds, and revealing their unique properties at an atomic level would help to accelerate 
research in physical and life science. 
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Background incl. aims 
The most common method for robust and reliable structure determination of materials is single 
crystal X-ray diffraction (SCXRD). However, it is not suitable for nanoparticles (NP) and nanodomains 
due to their size and geometry. When it comes to structural characterization on the scale of a few 
nanometers, electron microscopy offers an incomparable range of tools. In this contribution, we 
focus on accurate nanoscale crystallography using electron diffraction and, more specifically, 
precession-assisted 3D electron diffraction (3D ED), serial ED and scanning precession-assisted 
electron diffraction tomography (SPET). The aim is to test the limits of these parallel-beam electron 
diffraction methods for the accurate structure analysis of isolated NP and nanodomains measuring a 
few tens of nanometers or less.  
 
Methods 
For 3D ED on NPs and nanodomains, the first instrumental requirement appears to be the ability to 
form parallel beams well below 100 nm in size. If you want to collect single-crystal 3D ED data from a 
10 nm domain embedded in a matrix, you must work with an electron nanobeam of this size or 
smaller. When the diffraction volume is greatly reduced, much lower diffracted intensities are 
expected. In this case, hybrid pixel detectors is a real asset for studying the size limit of NPs or 
domains for 3D ED experiments. For this work, our experimental setup is based on a JEOL F200 
electron microscope equipped with a ASI Cheetah M3 hybrid-pixel detector. Beam precession 
movement, combined or not with beam scanning, is achieved via a Nanomegas DigiStar unit. 
 
Results 
The question of the lower limit of crystal size compatible with accurate structure analysis by 3D ED is 
briefly addressed with tests carried out on isolated Indium Tin oxide (ITO) and TiO2 nanoparticles 
around 10 nm in size. Our study provides experimental evidence that the effect of multiple scattering 
is still present but significantly reduced for tiny crystals. In such cases, it is possible to obtain fairly 
accurate structure refinements using kinematical approximation only.  
Regarding nanodomains, we explore the limitations associated with their size and the extent to 
which we can track structural changes at a nanoscale. For this, we shall consider an approach that 
uses an appropriately sized parallel beam to collect ED patterns at different region of interest (ROI). 
One way to perform such an analysis is to combine a scanning procedure with precession-assisted 3D 
ED. The area of interest is selected, and the electron beam is scanned across it with the desired step 
size while collecting the precession-assisted diffraction patterns. Afterwards, the sample is tilted and 
the scanning procedure is performed again, and so on, obtaining this way a tomography of a 2D 
space. Eggeman et al. [1] actually exploited a similar approach for analysing the volume and 
orientation of domains in crystalline Ni-based superalloys, and used the acronym SPET for Scanning 
Precession-assisted Electron Tomography data acquisition. We extend the use of SPET for the 
structure solution and accurate structure refinement of nanodomains. This implies that after the 
acquisition, we are able to distinguish, and sort accordingly, the diffraction patterns generated by 
different ROI in the sample. By doing so, several nanodomains of the specimen can be probed 
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without the need of tracking them while tilting, and therefore to perform structure solution and 
accurate structure refinements of multiple ROI with a single acquisition. 
We first demonstrate the usefulness of SPET for accurate structural characterizations of subtle 
structural changes in a 35 nm thick PrVO3 thin film [2] using a line scan in a direction perpendicular 
to the film/substrate interface (see Graphic). Second, we take a step forward employing it for the 
analysis of nanodomains embedded in ceramics [3] using an area scan and show how it is possible to 
extract 3D ED data corresponding to single domains/ROI from the SPET data stack. 
  
Conclusion 
Regarding the possibility to reveal unknown nano-structure, we propose a shift in the paradigm of 3D 
ED data collection, from a "point" acquisition, focused on a single ROI, to a multidimensional data 
acquisition method using scanning precession-assisted 3D ED. With this approach it is possible to 
obtain accurate crystallographic information from multiple ROI at a scale less than 10 nm.  
 
These results were obtained as part of the European project NanED (Electron Nanocrystallography – 
H2020-MSCA-ITN GA956099).  
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Background incl. aims 
In contrast to perfectly periodic crystals, materials with short-range order produce diffraction 
patterns that contain both Bragg reflections and diffuse scattering. In this talk, we will show a 
quantitative comparison between three-dimensional electron diffraction (3D ED) and synchrotron 
single-crystal X-ray diffraction, both for the Bragg reflections and the diffuse scattering. The 
thermoelectric material Nb0.83CoSb was chosen as a reference material.  
Methods 
3D ED allows the study of nanometre-sized crystals, which are too small to be studied with single-
crystal X-ray diffraction. The average structure (occupancies and atomic positions) was refined from 
the Bragg reflections, whereas the local structure (the vacancy distribution) was refined from the 
diffuse scattering. A model of the short-range order in Nb0.83CoSb was created by assuming that 
nearest and next-nearest neighbour vacancies avoid each other. The correlations between the first 
and next-nearest neighbour vacancies were refined using both a Monte Carlo refinement in DISCUS 
[1] and a three-dimensional difference pair distribution function (3D-∆PDF) refinement in Yell [2].   
Results 
We found that diffuse scattering data used for quantitative analysis are best acquired in selected 
area electron diffraction (SAED) mode using an energy filter. Both the average and the local structure 
could successfully be refined from both the 3D ED and synchrotron single-crystal X-ray diffraction 
data acquired on Nb0.83CoSb. Fig. 1 shows that a good agreement was achieved between the 
simulated and the experimental intensity distribution of the diffuse scattering. The higher R-value for 
3D ED compared to single-crystal X-ray diffraction is likely due to residual multiple scattering. The 
model of the short-range order in Nb0.83CoSb can easily be applied to determine the short-range 
order parameters in other materials with similar diffuse scattering, such as the lithium-ion battery 
cathode material LiNi0.5Sn0.3Co0.2O2. 
Conclusion 
The diffuse scattering in 3D ED data can be obtained with a quality comparable to that from single-
crystal X-ray diffraction. Short-range order parameters could successfully be refined from the diffuse 
scattering in 3D ED data. As 3D ED requires much smaller crystal sizes than single-crystal X-ray 
diffraction, this allows to refine short-range order parameters in many technologically relevant 
materials for which no crystals large enough for single-crystal X-ray diffraction are available.  
 
This research was funded by the Research Foundation Flanders (FWO) (grant No. G035619N). 
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Background 
Electron crystallography provides a pathway to solve structure of small crystals (< 1um) in size, and 
thus overcomes difficult synthesis constraints involved in growing large crystals. Generally, electron 
diffraction data is collected in the form of integrated intensity using continuous rotation or by 
precession. The  measured intensities in 3D are utilized for structure solution. Using this approach, 
structure solution of difficult crystals, such as small crystals of zeolites, metal-organic frameworks, 
molecular crystals, and proteins   , can be solved by electron diffraction.  
However, electron structure solutions are regularly reported with higher R-values than x-ray or 
neutron diffraction. While similar structures are found despite the high R-values, the differences in 
the measure intensity and theory calculated intensity limit information that can be extracted by 
electron diffraction. Previous work demonstrated that  including multiple-scattering effects 
significantly reduce the R-values . Thus, it is critical to be able to quantify the dynamical diffraction 
effects in molecular crystals. 
Aims 
Here, we introduce the large-angle rocking beam electron diffraction (LARBED) technique 
implemented with hardware synchronization for the quantifying dynamical scattering in large unit 
cell and dose sensitive crystals, such as zeolites. We report LARBED measurement from zeolite-Y 
crystal. The resulting patterns show the effects of dynamical interactions when scattering through an 
imperfect crystal. Our aim is to provide an example of the type of interactions which are limiting the 
statistical accuracy of methods like microED. Furthermore, we suggest that LARBED can be utilized as 
a complementary method, where solving the LARBED pattern will provide enhanced statistical 
accuracy.  
Methods 
The LARBED technique was implemented on an FEI Themis-Z microscope operating in precession 
mode with a TEM nanobeam diffraction probe. Here we establish a dark field pivot point aligned to 
the bottom of the sample with the range of the LARBED pattern set as the precession angle, here, 
60mrad. This setup allows for a scan generator to drive the scan coils to tilt the beam rather than 
rastering the beam in real-space as in standard 4D-STEM techniques. The signal then incrementally 
tilts the beam with a step size corresponding to the precession angle divided by the integer size of 
supplied signal grid. The signal was provided using the synchronized scan generator of an electron 
direct detector. This allows for high-throughput data collection, where 128x128 scans are taken in 
17seconds providing high resolution rocking beam curves while maintaining a lower dose. 
Additionally, dose was minimized using the monochromator slit to 2pA and ~ 0.2mrad convergence 
angle as a 4.5nm FWHM probe. The Zeolite-Y sample was prepared as a dried powder on an ultrathin 
lacey carbon grid. 
Results 
Figure 1 shows the LARBED pattern of a 60 mrad [100] obtained from a Zeolite-Y crystal. The 
collected datasets are a 4-dimensional stack of diffraction patterns of shape. Here, data are individual 
point-like diffraction patterns as a 2D array, with one pattern taken at each point on a 2D array grid 
of tilts. Figure 1a is the average electron diffraction pattern over all tilts, where the intensities are 
quasi-kinematic due to the averaging of the intensities. Figure 1b shows the expected structure of 



IM-06 - Diffraction Techniques and Structural Analysis 

 
the Zeolite at the [100] orientation. Figure 1c is the recovered LARBED Patterns for individual 
selected disks from the incident beam to the (0,2,6) family of reflections. The bright lines 
perpendicular to the g-vector direction are generally where the Bragg excitation is satisfied. Note the 
exact zone axis displays the most complex interactions with highly varying intensity in nearly all 
beams. This is indicative of multiple scattering effects between many beams as they are all in or near 
excited conditions. This represents, to our knowledge, the first example of this type of pattern on a 
large unit-cell, dose-sensitive crystal.  
The details within the disk excitation lines also show the effects of small crystalline differences. For a 
perfect Ia-3d cubic crystal we expect each family of reflections to maintain expected mirror and 
rotational symmetries(4mm1R). In this case, there are several excitation lines with variations in the 
families of reflections. These deviations will also be present when performing microED and will 
subsequently affect the intensity integration. These types of deviations are not accounted for by 
multiple scattering alone. 
Conclusions 
Our results show unexpected intensity variation relevant to electron diffraction intensity integration. 
The splitting of excitation lines is the result of dynamic effects from small defects, orientation, or 
thickness differences in the sampled region of the crystal. These effects are apparent in LARBED 
patterns and can potentially be utilized to supplement microED data in the future. Careful selection 
of the intensities from LARBED patterns have the potential to aid statistical analysis of solved crystal 
structures.  
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Background incl. aims 
Liquid Phase Transmission Electron Microscopy (LPTEM) is a powerful method for investigating in-situ 
fluidic reactions and materials under liquid conditions. Traditionally, this involves enclosing liquids 
within silicon nitride membranes, thus eliminating the need for cryogenic or dry samples.  However, 
it comes with a downfall of low spectroscopical signal due to large liquid and membrane thickness.   
To address this limitation, we introduce a novel nanochannel system capable of nanofluidic 
regulation for LPTEM. With a SiNx membrane thickness of 25 nm and a sub-200 nm liquid height, this 
system offers high resolution and enables excellent spectroscopic data [1,2]. This opens the 
possibility of developing completely new techniques with LPTEM, contributing to its rapid expansion 
in various atomic-scale characterization methods. 
By combining the nanochannel system with existing methodologies for atomic characterization, we 
can observe samples in-situ during liquid transformations. This eliminates the need to remove 
samples from their liquid environment, allowing for direct observation of transient intermediate 
phases during processes like crystallization or polymorphic form changes.  
To ensure accurate crystal determination inside the nanochannel, we utilize 3D Electron Diffraction 
(3D ED). This method enables the spatial structure determination of nano-scaled crystals. 
In this work, we aim to combine 3D ED with nanochannel chips from Insight Chips, seen in Figure b to 
study the crystallization of glycine from liquid and characterize any observed transformations. 
Glycine is commonly used as a model system for polymorphism as it exhibits different polymorphic 
states depending on its liquid medium. Previous research has demonstrated the utility of 3D ED in 
tracking the crystallization of glycine from aqueous solution [3]. 
 
Methods 
In this study, we utilize a TEM holder from Figure a, which has four tubes connected to four O-ring 
sealed in/outlets on a chip. The chips in/outlets are sealed during fabrication with a nitride 
membrane, ensuring the nanochannels are clean and hydrophilic upon puncturing before use. After 
puncturing the membrane, a 50% saturated glycine solution in deionized water was drop-casted on 
the inlet and the solution entered the channels through capillary forces. Pure ethanol was subjected 
to the other side of the chip with the same drop-casting method. Crystals of glycine were observed 
under an optical microscope, in Figure b, as they have a different refractive index than water and give 
rise to different colors due to multilayer reflection. Thereafter, the presence of crystals was observed 
in a TEM, displayed in Figure c.  
The 3D ED data from the crystals was collected on a Thermo Fisher Themis TEM with an acceleration 
voltage of 300 keV. 3D ED data was obtained using a selected area aperture on individual crystals in 
the channels, with crystal lengths ranging from 1.5 to 4.0 μm. All 3D ED data were collected at room 
temperature while rotating the chip continuously between –20° and +25° in α tilt, illustrated in Figure 
d. The exposure time (0.2 s) and rotation speed (0.85 s^–1) were chosen so that individual diffraction 
frames were integrated over 0.17° of reciprocal space. The estimated dose rate was 2 e Å^−2 s^−1, 
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with each collection taking on average 240 s, the total estimated dose per 3D ED data collection was 
480 e Å^−2.   
REDp was used to determine the unit cell and space group from 3D ED data. Data reduction and 
integration were performed with XDS. Structures were solved via dual space methods using SHELXT 
and refined with SHELXL in the Shelxle interface. 
 
Results 
The phase change precipitated chip was investigated using LPTEM. A total of 18 crystals were 
identified and analyzed by 3D ED, and out of these, 8 were identified as α-glycine and 4 were 
identified as β-glycine. The remaining 6 datasets did not provide conclusive results due to limited 
completeness or the crystal being polycrystalline. Due to low data completeness (24.2%), ab-initio 
structure determination was not possible. However, 3D ED data could still be used to refine the 
positions and isotropic atomic displacement of all non-H atoms. The presence of SiNx windows and 
concentrated glycine solution surrounding the crystal led to slightly increased background noise and 
diffuse scattering in TEM analysis. 3D ED data collected on crystals immersed in liquid were sufficient 
for structure determination. The results of crystallization in nanochannels and in-situ 3D ED 
experiments provided us with the opportunity to capture the early stages of the glycine 
crystallization process. 
Although the overall crystallographic information was worse than the data collected on conventional 
TEM grids [3], the structure model could still be accurately determined.  
 
Conclusion 
The work carried out here demonstrates that the combination of LPTEM and 3D ED was successful in 
studying the structure of glycine crystals in liquid. 3D ED data from crystals of α-glycine and β-glycine 
polymorphs, both in and out of liquid were eligible for structure analyses. Both α- and β-glycine 
polymorphs were identified via imaging and crystallographic data. Liquid phase 3D ED is an advanced 
and challenging technique, but the findings and experimental capability established here raise the 
prospect of future works on studying structural responsiveness to external stimuli, like temperature 
or even chemical processes in solution using a combination of LPTEM and 3D ED. 
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Background  
Oxyresveratrol is a naturally occurring compound found in Artocarpus Lakoocha which is known for 
its antioxidant and anti-inflammatory properties. We try to understand more about this compound 
by studying its crystal structure in the pure anhydrous form. This a crucial information for 
understanding how the crystal structure can be modified to address one of the problems with this 
natural product; its low solubility and bioactivity. The only known crystal structure of oxyresveratrol 
was reported by Deng et al. in a dihydrate form however the anhydrate form has not been reported. 
So far, there has been no success in growing single crystals of the anhydrate form large enough for 
structure determination using Single Crystal XRay Diffraction (SCXRD). An initial attempt to solve the 
anhydrate crystal structure using Powder XRay Diffraction (PXRD) was unsuccessful due to 
overlapping peaks and the presence of more than one phase. The PXRD pattern of the reported 
hydrated phase also did not fit all the peaks of the PXRD pattern of our sample. 3D electron 
diffraction (3DED) is a technique for structure solution of single crystals below 1µm and ideal for 
identifying phase mixtures. We apply 3DED for crystal structure determination and to better 
investigate all the possible phases that were present in the sample.  
 
Method   
3D ED data collection was performed in the Zeiss Libra 120kV Transmission Electron Microscope 
(TEM) at both room temperature and at -180˚C. Sample for the cooling experiment were put in water 
and plunged frozen in liquid ethane by applying a technique commonly used in cryo Electron 
Microscopy (cryoEM) to prevent sample dehydration. This method is used to identify possible 
hydrates in our sample whose crystal structure collapses in the high vacuum condition present in the 
TEM. Experimental PXRD was performed using a STOE Stadi P equipped with Cu-Kα1 radiation.  
Results  
In the room temperature experiment, we identified a new anhydrate oxyresveratrol crystal structure 
which has not been reported. It crystallizes non-centrosymmetric space group Pc and refined using 
dynamical refinement. Additionally, in the cryo experiment, a new polymorph of the dihydrate form 
of oxyresveratrol with the same space group as the anhydrous phase was found different from the 
reported hydrated phase which was P-1. The simulated PXRD pattern of the two new structures were 
compared with the experimental PXRD. We observed the presence of both phases of the new 
structures and a minor phase of the form 1 hydrated phase and fully fitted the patterns using 
Rietveld refinement.   
Conclusion  
The successful structural determination of these two new polymorphs demonstrates the possibility of 
directly determining structures from polyphasic mixtures by combining the power of both 3D ED and 
PXRD.  This will improve efficiency and broaden the scope of phase identification which plays a 
crucial role in pharmaceutical development and within the field of crystal engineering.  
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Background incl. Aims 
Strain fields have a large influence on many material properties. Examples range from electronic 
properties like the band gap or charge carrier mobilities in semiconductors to structural properties 
like nucleation energies of extended defects. Several techniques for a nanometer-resolved 
measurement of strain fields within the S/TEM are available, like nanobeam electron diffraction, 
geometric phase analysis, or dark field electron holography (DFEH). However, these methods 
typically only reveal strain field variations in directions perpendicular to the electron beam and 
assume a constant strain field in the beam direction. Within these methods, dynamical diffraction 
effects are often seen as a nuisance since they often complicate the interpretation of the data. 
However, strain fields are seldom purely two-dimensional and often also exhibit inhomogeneities 
along the electron beam. Here we show that dynamical diffraction effects can be leveraged in several 
ways to obtain information about the 3D strain field. 
Methods 
We use the scanning convergent beam electron diffraction (SCBED) with non-overlapping disks to 
capture the dynamical diffraction data, where for each scan point a CBED pattern is obtained. The 
scan coordinates add spatial context to the individual CBED patterns, which enables their comparison 
with numerical strain field models. 
We demonstrate the validity of this approach by investigating the dynamical diffraction effects 
originating from an epitaxially grown layered structure, where the layer exhibits a 45° angle with 
respect to the specimen surface. The inclined layer creates a well-known inhomogeneity of the strain 
field in the beam direction. Due to the 45° inclination of the layer, the depth of the inhomogeneity is 
constantly changing with the lateral position of the beam. The specimen is investigated under 
systematic row conditions with reflections in the direction perpendicular to the layer. The SCBED 
data then can be fully represented by a reduced two-dimensional (q, x)-dataset, where both the 
spatial dimension x and the diffraction dimension q are oriented in the direction perpendicular to the 
layer. 
Additionally, we performed DFEH measurements of the specimen. As DFEH requires parallel 
illumination, a beam tilt series is acquired to achieve similar (q, x)-datasets. In contrast to the SCBED 
data, the DFEH datasets also contain the phase of the diffracted beam [1]. 
Results 
The experimentally obtained (q, x)-data are compared with simulated (q, x)-data, which are 
calculated from a strain model using numerical multi-beam propagation of the Darwin-Howie-
Whelan equations. A very good agreement between the experimental and simulated plots is found. 
The results show that the inclusion of surface relaxation effects into the strain model becomes 
mandatory for matching the simulation to the data, which further demonstrates the high sensitivity 
of the dynamical diffraction data to the 3D strain field. 
A striking feature of these (q, x)-data is a mirror symmetry with respect to the specimen’s midplane, 
which is also expected theoretically [2]. This mirror symmetry forbids discrimination between the 
case where the strain inhomogeneity is located at a certain distance behind the entrance surface of 
the specimen from the case where the inhomogeneity is located at the same distance before the exit 
surface. However, this midplane symmetry occurs only in the intensities of the diffracted beams, not 
in the diffracted beam’s phases. The phases recorded in the DFEH tilt series do not exhibit this 
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ambiguity and allow even the differentiation between these cases and thus the unique 
determination of the depth of the inhomogeneity. 
Conclusion 
Within dynamical diffraction effects information about the 3D strain field is encoded. Using 
techniques like SCBED or DFEH tilt series allows to record dynamical diffraction data obtained from 
small variations of the incident beam tilt together with spatial information. This data can be 
quantitatively compared with numerical strain field models. The determination of the 3D strain field 
enables several new applications: for instance, the depth and Burgers vectors of dislocations can be 
obtained from a single 4D-STEM measurement [3]. Another example is the determination of the 
thickness and concentration of layers in semiconductor heterostructures by detailed measurements 
of the strain relaxation at the specimen surfaces.  
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Background incl. aims 
Multi-twinned structures have been observed in technologically important crystal systems, for 
example diamond cubic and face-centered cubic (FCC) lattices, that include materials such as 
diamond, silicon, a wide range of noble metals, and their nanoscale counterparts. Beyond atomic 
building blocks, the special arrangements also occur in the self-assembly of nanoparticles (NP) and 
μm-sized colloidal particles and occupy parts of their phase diagrams. Spanning a wide range of 
length scales, the universality of the structures arises when the systems attempt to achieve multi-
twinned structures by overcoming geometric misfits during minimizing surface energies with entirely 
{111} or close-packing facets. While it is fundamental to understand how strain is sustained upon 
twinned structures and symmetry breaking, the knowledge will be paramount in practical aspects 
such as guiding and controlling the thin film growth, anisotropic NP growth, and self-assembly of NPs. 
Au decahedral (Dh) NP, as the most prevalent multi-twinned model system, fits five tetrahedral 
motifs into a circle by sharing an axis resulting in a geometric misfit angle of 7.35°, or a disclination 
with power of -7.35°. Postulating how Au FCC lattice adopts the misfit, theoretical models have been 
developed to address the underlying lattice symmetry and inhomogeneous strain distribution 
separately. Yet, experimental reports regarding the former have been limited due to the relatively 
large X-ray beam sizes that do not fit the sizes of NPs. On the other hand, though the latter has been 
widely adapted in the thermodynamics of small (<10 nm) multi-twinned nanoparticles, previous 
literature has shown that, at edge length of 17 nm, the theory’s is invalidated by shear strain that is 
observed in a defect-free Au Dh NP by high-resolution transmission electron microscopy (HR-TEM) 
imaging. Though the advancement of aberration-corrected scanning transmission electron 
microscopy (AC-STEM) imaging and ab initio calculation techniques brings new opportunities, along 
with challenges in complicated image analysis and limitation in particle size (usually below 10 nm), 
the gap between nanoscale and mesoscale has never been extended to gain insight from atomic 
system with straightforward interaction potentials. 
Methods 
In this work, we performed strain mapping using four-dimensional STEM (4D-STEM) on Au Dh NPs 
with edge lengths between 18 and 50 nm at single particle level. In 4D-STEM, a nm-sized electron 
probe (at a convergent angle of 0.6 mrad) offers nm spatial resolution and decouples the complex 
diffraction patterns (DP) of the entire five-fold twinned structure into single-crystalline patterns 
corresponding to each tetrahedral grain. As such, NP’s lattice plane directions can be easily identified 
and aligned with strain components. Diffraction disks were tracked by circular Hough transformation 
for sub-pixel accuracy. DPs are acquired on an Electron Microscope Pixel Array Detector (EMPAD) to 
reduce step size and acquisition time. Further integration of AC-STEM is utilized to confirm the 
absence of large-scale defects, such as additional twin boundaries and disclination, in the NPs and to 
focus on the geometric effects, excluding other known pathways of strain relaxation. 
Results 
The resulted strain mappings across various particle sizes exhibit values and distributions agree with 
previous Dh models: ~ 2% of tensile strain along {220} direction concentrated at particle edges. From 
reciprocal space, we also observed ~ ±0.5% of shear strain on two sides of twin boundaries.  Other 
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results, such as strain along {002} direction, also match with finite element analysis (FEA) simulation 
based on the closing of geometric misfit. Additionally, since the crystallography of local lattice is 
being tacked across a particle, it is possible to map out local symmetries of Dh NP at nm spatial 
resolution for the first time. We have uncovered the particles we analyzed are mostly in body-
centered tetragonal symmetry, yet as particle size increases, lattices near twin boundaries shift 
towards FCC symmetry. Furthermore, with the help of the small step size only made possible with 
EMPAD, our mappings show structural heterogeneity among tetrahedral grains and among particles 
we surveyed. The detailed features lead us to study how imperfect Dh geometry, such as particle 
edges, tip truncations, etc., contributes to variations in strain values and distributions. With FEA 
simulation, we associate the heterogeneity with the shifting of disclination away from the center of a 
particle because of statistical fluctuation of energetics during the fast growth of multi-twinned 
particles.  
Conclusion 
Using 4D-STEM strain mapping with an advanced pixelated detector at high frame rate, we have 
unveiled new information of Au Dh NP at particle sizes that were experimentally inaccessible before. 
The diffraction-based technique provides richness in the crystallographic information of 
nanostructure at high spatial resolution as well as approaches to in-depth data analysis beyond 
atomic imaging. The results help experimentally bridge a variety of previous theoretical concepts, 
including lattice symmetry, disclination shifting, and heterogeneity associated with particle growth 
energetics. The understanding of imbalanced geometry has future implication of precise control over 
anisotropic NP shapes and additional over-growth or etching. Fundamentally, the extension of length 
scale shows novel insights into mechanisms that nature choses to accommodate the geometric misfit 
by simple atomic potentials. We believe it will inspire assemblies at different length scales that 
leverage complex interactions. 
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Zeolite is a common porous material with a unique framework structure and periodically aligned 
nanosized pores. Zeolites have a wide range of industrial applications such as gas separation, 
catalysis, and ion exchange. In these applications, the material properties emerge from the 
interaction between the host zeolitic framework and guest materials, such as molecules or ions. 
However, zeolites are very weak to electron irradiation, and it is difficult to analyze this interaction at 
the atomic scale using electron microscopy. 
Recently, we developed an optimum bright-field scanning transmission electron microscopy (OBF 
STEM) technique for low-dose observations [1]. OBF STEM uses a segmented-type STEM detector 
and can achieve a dose efficiency that is two orders of magnitude higher than that of annular bright 
field (ABF) STEM, a conventional phase-contrast-based STEM technique. Furthermore, the OBF STEM 
images can be acquired in real-time in sync with the probe scanning, which makes low-dose data 
collection much easier. It was shown that low-dose OBF STEM can visualize the atomic structure of 
zeolitic frameworks for both T (=Si or Al) and O sites, even in lattice defects such as twin interfaces. 
Furthermore, the Na-captured LTA-type sample, which is one of the most beam-sensitive zeolites, 
was observed using OBF STEM, which visualizes extra-framework Na sites with a lower occupancy of 
approximately 1/4 [2]. 
We then applied the low-dose OBF technique to the Cs-exchanged LTA-type zeolites. Cs exchange is a 
very important application for the removal of hazardous chemicals, and understanding how Cs 
species are captured inside this material is of great importance. The atomic structures of the Na- and 
Cs-captured LTA samples were investigated using high resolution TEM (HRTEM) in the literature [3]. 
However, because of the higher Al content inside the LTA framework (Si/Al=1), which decreases the 
electron illumination resistance, the attainable spatial resolution remains limited. In this study, we 
observed Cs-LTA zeolites using the OBF STEM technique with high spatial resolution (~1 Å) under low-
dose conditions, with the aim of revealing the interactions between host zeolitic frameworks and 
captured guest cations. 
We prepared Cs-exchanged LTA-type zeolite samples using the ion-exchange procedure of a 
commercially available Na-captured LTA zeolite sample with a CsCl aqueous solution. The Cs-LTA 
sample was gently crushed using an agate mortar and then dispersed onto a TEM grid with a carbon 
support film. We then observed the Cs-LTA sample using the OBF STEM technique with aberration-
corrected STEM equipped with a segmented detector. To suppress the irradiation damage, the probe 
current was set to 0.16 pA, which is more than two orders of magnitude lower than the usual STEM 
observation conditions. 
Figure 1(a) shows the OBF STEM image of the Na-LTA zeolite sample. The LTA-type has a cubic shape 
framework, and eight-membered rings (8MRs) can be observed along the [100] zone-axis. In Na-LTA-
type zeolites, the Na cations captured inside the 8MRs split into four sites, with an occupancy of 
approximately 1/4 [4]. In addition to the clear visualization of the T and O atomic sites inside the LTA 
framework, the OBF image shows a slight contrast around the center of 8MR, corresponding to the 
captured Na cations [2]. We then observed the Cs-captured sample from the [100] zone-axis using 
OBF STEM, as shown in Figure 1(b). The OBF image contrast at the center of the 8MRs changed into a 



IM-06 - Diffraction Techniques and Structural Analysis 

 
distinct sharp one compared with the Na-LTA case, indicating that the captured Cs cations were 
rigidly confined into the LTA framework instead of splitting into multiple sites with low occupancy. 
This observation agrees well with the literature using HRTEM and density functional theory (DFT) 
calculations [3], showing the capabilities of OBF STEM to directly observe captured cation sites inside 
zeolites at the atomic scale. 
We applied a low-dose OBF STEM technique to the Cs-exchanged LTA-type zeolite samples. The 
atomic structure was clearly visualized for not only the LTA framework structures but also the 
captured Cs sites, identifying the different behavior of the captured cations in comparison to the Na-
LTA case. This result shows that the OBF STEM technique is promising for the atomic-scale analysis of 
zeolites, including extra-framework cations. 
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Background 
Quantitative analysis of crystal defects, such as dislocations, stacking faults, etc., has traditionally 
been exclusive to transmission electron microscopes (TEM) for decades [1]. This technique involves 
stereo-tilting of a crystal to the “two-beam” diffraction orientations with the assistance of 
transmission Kikuchi pattern projected on a phosphor screen or a camera. Recent years, Electron 
Channelling Contrast Imaging (ECCI) techniques, including accurate ECCI [2], controlled ECCI [3] and 
rotational ECCI [4], have gained increasing interest for quantitative defect analysis in bulk specimens. 
Unlike TEM, ECCI in SEM offers easier, less intrusive sample preparation, and fewer sample-prep 
induced artifacts. Additionally, ECCI enables examination of larger polished surfaces, yielding more 
statistically representative results. Nevertheless, several challenges hinder its widespread adoption: 
 - High spatial resolution accurate ECCI requires modified SEM column alignment for 
orientation control [2]. 
 - Controlled ECCI requires proprietary software and additional hardware for precise 
orientation control [3, 5]. 
 - There is a lack of reliable method for measuring and controlling the electron beam 
convergence angle inside SEM. 
 - Absence of a quantitative method for assessing sample stage tilt/rotation accuracy and 
repeatability for ECCI.  
 - For controlled ECCI, coordinating the identification of a feature between EBSD map and SEM 
image, and applying stereo-tilt without losing the feature of interest could be challenging. 
Hence, our current work aims to address these issues by leveraging the open-source software 
community to develop a more accurate and user-friendly ECCI workflow. 
 
Methods 
In this study, we present a refined controlled ECCI workflow using electron channelling patterns with 
moderate spatial resolution for automated orientation calibration. Utilizing open-source packages 
such as EMsoft, Orix, and Kikuchipy, we developed an interactive Python package to streamline the 
ECCI workflow. This package accurately predicts the required sample stage tilt and rotation to 
achieve "two-beam" orientations based on Kikuchi pattern simulations. Additionally, SEM stage 
tilt/rotation accuracy and repeatability have been quantitatively assessed by comparing experimental 
electron channelling patterns with simulations. Furthermore, an automated routine for measuring 
the electron beam convergence angle has been tested based on OpenCV package. Lastly, we have 
developed a routine for correlating EBSD maps with SEM images (or specimen stage position) to 
facilitate stereo-tilt without losing the region of interest. 
 
Results 
Fig. 1 illustrates a brief summary of the workflow. Fig.1A shows a blended image of a EBSD map 
overlaid on the corresponding BSE backscattered electron image. The EBSD map is homographically 
transformed to correct the scan distortion induced by 70 deg stage tilt, so that all the feature 
positions on EBSD map and BSE image are well aligned. The interactive plot allows users to click on 
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any point within the map to obtain SEM stage position and corresponding Euler angles from EBSD. 
The RKP reflected Kikuchi pattern from the point can also be simulated from the Euler angles, i.e. Fig. 
1B, 1C. Fig. 1B is an overview Kikuchi pattern with relatively large angular range showing 
neighbouring poles and bands as a guiding map for stereo-tilt. Fig. 1C provides a zoomed-in region 
(blue box in Fig. 1B) for finding suitable "two-beam" orientations. By clicking on points within the 
pattern, users receive recommended stage rotation and tilt for orienting the point to the electron 
beam incident direction. Once a suitable orientation is achieved, ECC images can be acquired. For 
example, Fig. 1D and 1E depict ECC images acquired at 20kV, showing dislocations and stacking 
faults, respectively. Fig. 1D shows an array of dislocations piled up at a grain boundary. Most of the 
dislocations have dissociated into partial dislocations with Burgers vectors of ±1⁄2[10¯1]. Fig. 1E 
shows a few stacking faults on (1¯1 ¯1) close to a (11¯1) twin boundary. By analysing the beat pattern 
(oscillating intensity) across the stacking fault. The Effective extinction distance can be estimated 
ξ_g^eff = 13.7 nm. The total visibility depth of ECCI contrast at 20kV is approximately 80nm.  
 
Conclusion 
The OpenECCI package and the developed workflow offer a reliable and convenient method for ECCI 
experiments. Notable achievements include: 
 - With the stage accuracy and repeatability assessment routine, it has been demonstrated 
that many native SEM stages are accurate enough for ECCI without high precision substages. 
 - Providing reliable guidance on setting ECC imaging conditions through the measurement of 
electron beam convergence angle  
 - Streamlining the workflow for ECCI acquisition and data post-analysis through an interactive 
software interface that correlates EBSD maps, SEM images, and Kikuchi pattern simulations. 
 - OpenECCI is freely accessible to all researchers. Facilitated by its reliance on open-source 
packages, it could democratize the access to ECCI technique. 
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Background incl. aims  
Texture describes the preferred orientation of grains in crystalline materials, which dictates their 
anisotropic, for example, (opto-)electronic, thermal transport, and mechanical properties. The 
texture is evaluated conventionally by probing the reciprocal space using X-ray and/or electron 
diffraction methods, where spatial information, e.g., the orientation relationship of particular grains, 
is hardly accessible. Probing the local diffraction pattern with a focused electron beam, i.e., nano-
beam diffraction (NBD) 4D-STEM, provides local structure information. Recent detector technology 
opened new possibilities to perform such experiments at ever-higher temporal resolution. 
In this contribution, we discuss the optimized conditions towards in-situ 4D-STEM observations of 
texture evolution in thin films by a combination of state-of-the-art fast direct electron detector 
(DED), dose-efficient experimental approach, and novel algorithms of data analysis. 
Materials and methods 
Two material systems, (I) a beam robust poly-crystalline gold thin film and (II) an extremely radiation-
sensitive bulk hetero-junction (BHJ) blend used as active layers in organic solar cells serve as model 
samples in this study.  
For poly-crystalline gold, we deposited 15 nm gold with PVD on the SiNx windows of MEMS heating 
chips (DENSsolutions Wildfire) and annealed the film in the TEM at 150⁰C for 180 s while observing 
coarsening of the nano-crystalline structure. 4D-STEM experiments were carried out using a Thermo 
Fisher Scientific Spectra 200 TEM operated at 200 kV in a regular nano-beam diffraction setup and 
data was acquired using a DECTRIS ARINA detector. The orientation maps are then analyzed using the 
ACOM [1] routine within the py4DSTEM package and custom codes to streamline the output 
orientation matrix to the Orix package [2] for further evaluation of the texture evolution. 
The BHJ thin film of nominal thickness of 80 nm comprises small molecule donor DRCN5T blended in 
fullerene acceptor PC71BM as reported earlier [3,4]. The major challenge is the dose budget (< 5 e-
/Å2 at room temperature) that limits the applicable probe current for structural elucidation.  
Results and discussions 
For gold nano-crystal thin film (Fig. 1a), despite being radiation robust, it remains very challenging to 
observe evolution at high spatial and temporal resolution with sufficient angular resolution and 
sampling in diffraction space for orientation determination. This is due to the high dimensions of data 
required and the limited dose rate at the single pixel level of DED detection. To overcome this limit, 
we realized that an appropriate convergence angle and camera length are the key factors (using a 
standard NBD setup) that control the reciprocal space coverage and sampling. It is important to 
balance DED saturation in the primary beam and sufficient SNR of weak Bragg disks for accurate disk 
detection and subsequent crystal orientation matching. With a larger convergence angle, a higher 
probe current at a given high speed of detector readout, thus a higher dose, can be applied. While a 
small convergence angle seems arguably to favor angular resolution for Bragg disks detection, it 
lowers the applicable probe current due to detector saturation, resulting in weaker Bragg disks fading 
in the diffuse scattering background. After optimizing conditions on our experimental platform, we 
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found that time resolution of 5 – 10s and sub-3 nm sampling resolution (probe size <1 nm) for a 
statistically relevant field of view is realizable.  
We further discuss strategies to improve the dose-effectiveness in terms of Bragg peak detection and 
eventually, in-situ 4D-STEM experiments supported by experimental results. These include (I) elastic 
energy filtering, (II) amplitude grating using patterned probe-defining aperture [1], and (III) applying 
precession-assisted 4D-STEM [5]. 
Finally, we were able to visualize the grain orientation from optimized, standard NBD 4D-STEM 
datasets and track the evolution of texture evolution of a defined ROI from the early stage on. We 
observed the growth of <111> oriented grains at the cost of neighboring high-index oriented grains 
(Fig. 1a). The 4D-STEM datasets allow grain orientation relationships to be analyzed qualitatively as 
well as quantitatively, shedding light on the complex interplay between various factors including 
types of grain boundaries, defects, and even local strain. 
In the case of extremely dose-budget limited scenarios like the molecular nano-crystallites in the BHJ, 
the ultimate Bragg peak detectability is limited by the Poisson noise of the scattered electrons that 
strike on detector pixels. Therefore, the focused electron diffraction pattern is advantageous. 
Inspired by earlier work of ultra-high angular resolution ω-q mapping [P. Midgley, Ultramicroscopy 
76(1999) 91], we established a dose-efficient approach, 4D-scanning confocal electron diffraction 
(4D-SCED), to study the texture structure, i.e., face-on and edge-on domains, of nano-crystallites of 
the donor in the BHJ (Fig. 1b). 4D-SCED applies defocused pencil beam illumination on the sample 
and combines a confocal electron optic setup with a pixelated detector to record focused spot-like 
diffraction patterns. The defocused illumination reduces the dose and generates a homogenous 
beam-specimen interaction. At the same time, the confocal optics generates spot-like diffraction 
signals, boosting both the signal-to-noise ratio and signal-to-background ratio even in Poisson noise-
limited scenarios [4]. We demonstrated a quasi-in-situ observation of the molecular nanocrystallites' 
structural evolution during an annealing experiment using a CMOS detector [3] (Fig. 1b). We further 
discussed new avenues to further reduce dose, improve experimental speed (temporal resolution) 
and throughput using a fast hybrid pixel detector, and advantage of the frame-based detector over 
the current generation of event-based detector for these applications [4]. 
Conclusion 
In the study of nano-crystalline structural evolution, the achievable temporal resolution of in-situ 4D-
STEM experiments is dose-limited at detection saturation level, independent of sample radiation 
resistance. Besides calling for further improvements of detectors, we present and discuss several 
experimental strategies for both beam robust and beam sensitive samples to optimize conditions to 
spare the meaningful dose to Bragg signal detectability and structural determination.  
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Background incl. aims 
We set out to make the first position-resolved measurements of bonding electron density around a 
nanostructure in an inhomogeneous crystalline material. 
 
All bonding electron density and potential studies to date have only involved homogeneous, single 
phased materials; however, most materials that serve us have hybridised properties because of the 
nanostructures that they contain, often by design.  We also note that materials defects are 
ubiquitous and unavoidable, so the assumption that we can derive materials properties from 
notionally perfect regions of single, homogeneous crystal is limited in scope and "real" applications.  
This work aims to provide a new capability for interrogating bonding electron densities around 
nanostructures in nanostructured and inhomogeneous materials.  Our first attempt involves 
nanovoids in nominally pure (99.9999+%) aluminium. 
 
On the way to realising this aim, we have made several discoveries as a result of having to accurately 
map vacancy concentrations and determine the associated lattice contraction due to vacancies in 
order to be able to measure the Fourier coefficients (structure factors) of the crystal potential and 
electron density precisely and accurately (to <0.1% uncertainty). 
 
Methods 
Over the last 15 years, we have developed a multislice [1,2] approach to quantitative convergent-
beam, electron diffraction (QCBED) refinements.  We call this method QCBEDMS.  This has facilitated 
the necessary analyses to generate the results summarised below.  For more details regarding the 
method, please come to the talk – they will not be discussed here. 
 
Results 
From 45 CBED patterns collected through many different voids and the surrounding matrix, in 
different orientations and with different electron energies: 
 
 • We measured the volume of a vacancy with 5-fold less uncertainty than previous 
work. 
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 • Observed that nanovoids in aluminium can "heal" even after significant beam damage. 
 • We mapped vacancy concentrations around aluminium nanovoids in 3 dimensions. 
 • We have shown that the bonding electron density around aluminium nanovoids is 
diluted by the elevated vacancy concentration surrounding these voids. 
 
Conclusion 
Our work and the results from it are a precursor to measuring and mapping bonding electron 
densities around many other types of nanostructures (eg. nano-precipitates) in other 
nanostructured, inhomogeneous materials.  Furthermore, we are confident that our technique can 
be extended to mapping solute atom concentrations around such structures and that this will go 
together with accurate bonding electron density measurements within and surrounding these 
features in other nanostructured materials. 
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Background 
Inverse multislice uses experimental momentum-resolved scanning transmission electron microscopy 
(4D-STEM) data to reconstruct the individual slice transmission functions (phase gratings) of a 
specimen. It solves the problem of inverse dynamical scattering, and takes partial coherence effects 
into account to obtain spatial resolutions in the range of thermal vibrations [1]. Both the incident 
probes and phase gratings are usually optimized on a pixel-wise grid, involving the determination of 
10⁶ to 10⁷ unknowns. In this work, we present an inverse multislice concept which uses a 
consequently physical parameterisation of both probes and specimen. A few aberration coefficients, 
focal spread and source size describe the illumination comprehensively, and the phase gratings are 
parameterised via atomic types, positions, occupancies and thermal vibrational amplitudes. 
Consequently, the number of unknowns is reduced by at least four orders of magnitude. This leads to 
both a more efficient and stable inversion strategy, and the capability of performing inverse frozen 
phonon (FP) multislice. The latter incorporates thermal diffuse scattering (TDS) and exhibits 
enhanced sensitivity to temperature and chemistry. We present both the methodological concept 
and its application to measuring ferroelectric displacements experimentally in Pb(ZrTi)O₃ (PZT) with 
picometre precision [2]. 
 
Methods  
Inverse multislice starts with an initial guess for the probe and the phase gratings, performs forward 
multislice so as to calculate a loss with respect to the experimental 4D-STEM data. The update for the 
subsequent epoch is derived from the gradient of the loss as to the parameters of interest. We 
developed an efficient implementation of this scheme by (i) expressing the multislice as an artificial 
neural network following van den Broek [3] within PyTorch, being able to (ii) seamlessly allocate all 
gradients in a single forward run. We start with conventional, pixel-wise inverse multislice 
reconstructions, followed by the detection of atomic structure, types and probe parameters to 
initialise a parametric model. Instead of complex-valued pixels, gradients decisively update real 
physical parameters, especially atom positions. We then firstly employ the Debye-Waller approach 
with absorptive potentials for the reconstruction, and secondly switch to a full inverse FP multislice 
which also inverts TDS using several thermal snapshots while still considering more than 10 probes to 
account for partial coherence. Our method is verified using FP ground truth 4D-STEM simulations 
first, before experimental 4D-STEM data of PZT (EMPAD recording on probe-corrected FEI Titan, 
200kV) is analysed inversely using 52 slices, corresponding to a thickness of 22nm. 
 
Results 
Concerning forward scattering the FP concept involves averaging over multiple configurations of 
thermal atomic displacements u ⃗ from the equilibrium positions as illustrated in Fig. 1a, being 
responsible for TDS. Via the mean squared displacement ⟨u²⟩, TDS is explicitly accounted for in our 
inverse multislice as forward scattering theory demands. At the same time, our model is also 
differentiable with respect to the atom positions, as shown in Fig. 1b. Here, we simulated 4D-STEM 
data of 20nm thick PZT using FP multislice including ferroelectric displacements. For the 
reconstruction, no polarisation was used as prior by initialising with a centrosymmetric model and 
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taking projected potentials from literature [4]. For 101 epochs, Fig. 1b shows the optimisation 
trajectories of the Zr(0.2)Ti(0.8) site treated as a virtual atom obtained by linear interpolation, and 
one oxygen site. Even though the forward simulation used the discrete random mixture of the 
Zr(0.2)Ti(0.8) site, the reconstruction with a virtual atom yields a final position between the ground 
truths (dashed cross) for Zr and Ti, shifted proportionally according to the chemistry of the atomic 
column. Moreover, the lower graph indicates an exact reproduction of the oxygen site after 101 
epochs. 
Applying the methodology to experimental 4D-STEM data of PZT results in an atomic structure 
depicted by its projected potential in Fig. 1c for the reconstructed region, whereas the initial model 
started with a nonpolar crystal. The polarisation of the final state is visible by eye and free of 
artefacts such as mistilt which we took into account by a modified Fresnel propagation that was also 
optimized. The displacements from the symmetry positions are mapped in Fig. 1d, with different 
markers for the different atom columns and the ferroelectric displacements colour-coded. The high-
precision homogeneous polarisation in the scan region becomes obvious, and is confirmed by the 
statistical evaluation in Fig. 1c (table). The displacements are accurate to a few picometres, can 
distinguish oxygen from the (ZrTi) site in the same column and fit excellently with literature for the 
same alloy. We discuss our findings via a quantitative comparison with atom positions retrieved a 
posteriori from phase gratings retrieved pixel-wise assuming a unimodal specimen. In this case, 
several unit cells exhibit the wrong polarisation direction. 
 
Conclusion 
Inverse multislice taking multimodal states of both illumination and specimen into account is capable 
of exploiting TDS in the reconstructions. Since TDS is a major contribution in thick specimen for which 
(inverse) multislice is designed, this opens several possibilities to accurately measure atom positions, 
atom types and temperature or Debye parameters, whereas sensitivity to the latter parameters will 
be discussed in our contribution based on simulations. 
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Background 
Over the years, High angular Resolution EBSD (HR-EBSD) has evolved into a reliable tool for 
measuring misorientations and relative stresses (elastic strains) in crystalline materials with high 
sensitivity [1]. However, in the absence of stress-free intragranular reference points, absolute stress 
measurements are not yet routinely performed, while they could potentially provide new insights in 
the micromechanics of a range of (poly)crystalline materials.  
The extension from relative to absolute cross-correlation based HR-EBSD, by using a simulated EBSD 
pattern as a reference, is under continuous development in the literature [2]. However, there are 
limitations by factors such as the inaccurate simulation of EBSD patterns and the uncertainty of the 
experimental EBSD geometry [3]. Consequently, an absolute HR-EBSD approach without using 
simulated reference patterns, or any experimental stress-free reference pattern, would be of huge 
interest to the community. 
In the past years, several developments were proposed to extend HR-EBSD from a local cross-
correlation based approach to a global full-field correlation [4]. Besides improved accuracy and 
robustness, such consistent correlation frameworks have shown the potential for non-simulation 
based absolute HR-EBSD, by exploiting crystal symmetry, simultaneous correlation between multiple 
(intergranular) patterns and co-correlating the pattern centre [5]. However, experimental validation 
is non-trivial on polycrystalline materials and excess-deficiency features (band asymmetry) in the 
patterns were expected to cause problems. 
 
Methods 
Therefore, we have continued developments on this framework to reduce the complexity towards an 
absolute non-simulation-based HR-EBSD correlation of only a single pattern. Specifically, we correlate 
one area within a pattern to another area of the same pattern by using crystal symmetry operators, 
as visualized for a single symmetry operator in the figure attached. Using all available symmetry 
operators, we correlate multiple areas within the same pattern in parallel, using absolute in-plane 
stress components, absolute orientation, and the pattern centre parameters as degrees of freedom.  
 
Results 
In this presentation, we will first show how the framework works and how it performs on idealized 
simulated patterns. Further testing on single experimental stress-free patterns, acquired with a direct 
electron EBSD camera, will show how excess-deficiency features can significantly degrade the 
experimental accuracy, as verified on dedicated dynamically simulated patterns. Therefore, the 
method is extended with an integrated excess-deficiency correction approach which shows how non-
simulation based absolute HR-EBSD is finally within reach. 
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Conclusion 
In summary, we advance absolute HR-EBSD while avoiding the use of simulated patterns as a 
reference. Through single-pattern correlation in an advanced DIC framework, we show the potential 
for measuring absolute elastic strains at high resolution. 
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The HeXI project, funded by the Wellcome Trust “Electrifying Life Sciences” grant and Diamond Light 
Source, aims to build a dedicated electron diffractometer to investigate the potential of Mega-
electron volt (MeV) electrons for the determination of molecular structures from nanometre sized 
crystals. The HeXI instrument will leverage the increased penetration of MeV electrons and the high 
precision goniometry, cryo-sample transfer systems and sample preparation methods developed at 
Diamond to target crystal thicknesses between 300 nm and ~1 μm to determine the molecular 
structures of proteins and pharmacologically relevant molecules. The ability to acquire high-fidelity 
sweep and serial diffraction data from ≤1-micron thick crystals will bridge the current crystal size gap 
between samples amenable to electron diffraction performed on commercial Transmission Electron 
Microscopes (TEMs) using <300 nm crystals and microfocus X-ray diffraction of >3 μm crystals at 
microfocus beamlines 
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Background incl. aims 
  Far-field iterative electron ptychography [1,2,3] is a phase retrieval technique offering atomic scale 
imaging in scanning transmission electron microscopy (STEM) [4,5]. It fits an electrostatic potential of 
a specimen to a set of diffraction patterns collected while illuminating overlapping areas of its 
surface with a convergent beam [1,2,3,5]. Despite its rapid development, ptychography suffers from 
several practical challenges, particularly from the massive amount of data that is required to achieve 
a high degree of redundancy to solve the phase problem [2]. Our study addresses this limitation by 
proposing a lossy compression method for diffraction patterns [2] utilising virtual STEM detectors 
[2,4]. 
 
Methods   
A 92 Å thick atomistic model of a silicon crystal containing a 60° edge dislocation dissociated into a 
stacking fault bounded by a 30° and 90° partial dislocation [5] was used to simulate a 4D-STEM [1] 
dataset with qstem [5], at an accelerating voltage of 60 kV, convergence semi-angle of 30 mrad and a 
scan step of 1 Å, including thermal diffuse scattering, an effective source of size 0.5 Å and a finite 
electron dose of 104 e-/Å^2. To perform electron ptychography we utilize an in-house written 
gradient-based optimization code [3] and use 4 slices of the transmission function in order to account 
for multiple scattering [1,2,5].  
 
Our compression approach relies on virtual detectors [2,4]. With a single 4D-STEM detector they 
allow for a simultaneous recording of multiple signals, such as virtual annular dark- and bright-field 
(vADF and vABF), or centre of mass (COM) signals. In contrast to physical detectors, the virtual ones 
offer a flexibility to adjust their shapes to closely mimic actual diffraction patterns, facilitating a more 
efficient compression [2]. In an uncompressed scenario [1,2,3] the goal of an iterative ptychographic 
algorithm is to minimize the summed squared error (SSE) between the 4D-STEM dataset and the 
diffraction patterns generated by algorithm [1,2,3]. With a compressed data we modify the algorithm 
to predict the signals instead of the diffraction patterns via an additional known convolution layer [2] 
and aim to minimize the SSE between them and the measured signals of virtual detectors. 
 
Results 
 In Figure 1 we compare three sets of virtual detectors for the bright field of the diffraction patterns: 
first 36 Zernike polynomials, 45 binning squares each 7x7 px wide and 15 virtual detectors generated 
via the Gram-Schmidt algorithm [2] from the diffraction patterns acquired at the positions indicated 
by the x-markers in the panel c). The dark field of the diffraction patterns was described via a single 
vADF detector in all three cases. For each compression option we show 6 bright field virtual detectors 
in panels e)-v) and compute the Fourier ring correlation with the projected potential used for the 
simulation of the dataset. 
 
Figure 1 Comparison of ptychographically reconstructed projected phases of a silicon crystal from 
compressed 4D-STEM data. a), b) and c) show the results for first 36 Zernike polynomials, 45 binning 
detectors and 15 data-dependent virtual detectors, respectively. For each of three options we show 6 
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virtual detectors in e)-v). For data-dependent detectors we denote the scan positions used to 
generate them via lime-colored x-markers in c). The projected electrostatic potential used for a 
simulation of the dataset is presented in d). Further we compare the Fourier ring correlations 
between the reference potential and three reconstructions in w).  
 
Conclusions 
 
 The diffraction patterns in the initial dataset were 500x500 px wide. Our findings reveal that 
through the application of virtual detectors, including Zernike polynomials, binning squares, and 
detectors generated via the Gram-Schmidt algorithm, we can achieve a data compression ratio [2] of 
5,000 to 15,000. Most importantly, our results demonstrate that atomic resolution in ptychographic 
reconstructions can be maintained even under conditions of partial spatial coherence and limited 
electron dose. The proposed compression approach takes the specific geometry of diffraction 
patterns into account and retains a sufficient amount of the "intact" information [2]. No specific 
constraints, e.g. a regularization, were used, but as previously shown [1], this could improve the 
quality of the reconstructions.  
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Background incl. aims 
In the realm of semiconductor devices, particularly in the context of quantum well lasers, the optical 
properties are shaped by bandgaps and band offsets derived from precisely engineered alloy 
concentrations in ternary semiconductors, exemplified by InGaAs quantum wells in GaAs. While 
S/TEM possesses the necessary spatial resolution for resolving sharp interfaces, EDX typically lacks 
precision in determining the alloy concentration. However, during epitaxial growth on a substrate, 
lattice mismatch induces stress at the interface, resulting in localized lattice deformations known as 
strain. When preparing a thin transmission electron microscopy (TEM) lamella of a strained interface, 
the stress supporting this strain lacks support on the top and bottom of the lamella, leading to stress 
relaxation. For a compressively strained layer, this corresponds to the lamella bulging outwards at 
the interface. The magnitude of this relaxation is unique to the strain at the interface cause by the 
lattice mismatch, and hence by the alloy concentration in the layer.  
The aim of this study is to deduce the alloy concentration of compressively strained InGaAs quantum 
wells in a GaAs matrix through a detailed analysis of stress relaxation at the lamella's surfaces. This is 
accomplished by evaluating patterns inside the diffraction discs using scanning convergent electron 
beam diffraction (SCBED). These patterns, manifestations of multiple electron scattering or dynamic 
diffraction, exhibit high sensitivity to small changes in displacement in electron beam direction and 
consequently, to stress relaxation at the lamella’s surfaces. Alloy concentrations are determined by 
matching beam simulations of relaxed lamellas with varying parameters to the experimental data. 
Methods 
We prepare a TEM-lamella containing InGaAs layers with known In-concentration in GaAs close to 
the [100] zone axis using FIB. Deriving information involves detailed reproduction of measured 
features through simulations to infer the original lamella state. For computational efficiency, we tilt 
specimen along a quantum well layer into [002] systematic row conditions. Full 2D diffraction 
patterns (256x256 pixels) are recorded at each scan position within a 256x256 scan window. The 
resulting 4D dataset can be reduced to a 2D-representation, named as x-q plot, by considering the 
problem’s symmetry. This reduction involves focusing on one spatial coordinate x orthogonal to the 
layer. Additionally, only one reciprocal coordinate q along the systematic row, into which the 
specimen was tilted, is considered. The convergence angle is chosen to achieve non-overlapping 
discs. 
To model the experimental data in simulations, we employ a two-step forward calculation process: 
Initially, we model the initial stress and the resulting relaxation by doing finite element calculations, 
providing the layer width, elastic constants and lattice mismatch as inputs. The resulting 
displacement is then incorporated into beam simulations, numerically propagating the Darwin-
Howie-Wheelan (DHW) equation. The simulations are fine-tuned to align with experimental 
conditions, accounting for tilt, specimen bending, and lamella thickness. 
Results 
Leaveraging the nominal alloy concentration of a 5 nm wide In0.23Ga0.77As quantum well within 
GaAs, we successfully replicate dynamic diffraction features in simulations, yielding three key 
outcomes, as illustrated in Fig. 1. Firstly, our measurement reveals distinct features discernible in the 
x-q plot, unveiling changes in dynamic diffraction, even at considerable distances of multiple 
quantum well widths from the interface (Fig. 1 a). Secondly, comparing these findings with DHW 
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beam simulations that omit surface relaxation highlights the absence of these long-ranging features, 
conclusively attributing them to surface relaxation (Fig. 1 b, c). Lastly, by manipulating the initial 
lamella alloy concentration, we can modulate the influence of surface relaxation. Minimizing the 
discrepancy between the measurement and simulations for the Indium concentration allows us to 
faithfully reproduce the nominal Indium concentration. These results are validated using STEM-EDX 
and dark-field imaging of a chemically sensitive reflection. We further discuss the method's 
limitations concerning specimen thickness, quantum well width, and alloy concentration. 
Conclusion 
Our study successfully identifies the nominal alloy concentration of a compressively strained InGaAs 
quantum wells in GaAs through a detailed analysis of stress relaxation at the TEM-lamellas surfaces. 
This accomplishment involves precisely replicating dynamic diffraction features within diffraction 
discs through simulations. These simulations account for surface relaxation by incorporating the 
displacement from finite-element calculations of the strained interface for a given specimen 
thickness. The process of minimizing discrepancies between measurement and simulation by 
adjusting the alloy concentration opens a novel avenue of discerning semiconductor alloy 
concentrations at strained interfaces by analyzing the impact of surface relaxation on dynamic 
diffraction.  
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Background incl. aims 
Interest for Gallium Nitride (GaN) and wide band-gap semiconductors has been growing the last few 
decades as a green-energy solution for electronic power devices and digital transition. Their 
enhanced electrical properties such as reduction of power losses or lower energy consumption tends 
to make them more suitable for power electronics applications over silicon. However, it is unclear 
whether leakage currents or device failures are related to crystalline defects, such as Threading 
Dislocations (TD), for which defect densities in GaN are orders of magnitude higher than in silicon. 
Detailed characterization of the defect nature and estimation of their density is, therefore, relevant 
to understand and improve GaN power devices. In this context, Electron Channeling Contrast Imaging 
(ECCI) can provide valuable insights. ECCI is a non-destructive method that offers the capability to 
provide Transmission Electron Microscopy (TEM)-like diffraction contrast imaging inside a Scanning 
Electron Microscope (SEM) on bulk samples. ECC is generated from electrons that channel down the 
crystal planes. Strain and defects cause distortion of the crystal lattice, resulting in changes in 
Backscattered Electron (BSE) intensity, thereby producing contrast in the image. 
Diffraction contrast in bulk material is widely assumed to be generated from the near-surface layers 
(from tens to hundreds of nanometers) by electron channeling but there is currently no consensus 
about the depth from which the collected information originates. Therefore, it is critical to 
understand the depth dependence of the method to ensure measurements are made in the layer of 
interest. 
The present study provides an experimental measurement of the signal from which the information 
in ECCI arises. This estimation aims to sharpen the statistical dislocation density estimation through 
series of measurements at different accelerating voltage and to establish a model for information 
emission while imaging GaN by ECCI. 
 
Methods 
The layer of interest, the GaN layer, lies between an AlxGa1-xN barrier layer and a series of strain-
relief layers called the superlattice, for which the composition differs from the first one. As such, 
misfit dislocations, due to lattice mismatch, stand at the interface between the GaN and the 
superlattice. A Focused Ion Beam (FIB) was used to create wedges of different angles across these 
layers to vary the GaN layer thickness. The incident electron beam energy of the SEM was varied and 
the final depth the misfit dislocations were visible was recorded. Comparisons between multi-beam 
and 2-beam diffraction conditions was also performed. 
 
Results 
First results show ECCI probing depth can be tuned as a function of incident electron beam energy 
and that there are discrepancies between multi-beam and 2-beam diffraction conditions as well as 
the theorized channeling extinction distance and the experimentally measured probing range. 
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Conclusion 
The key expected outcomes are an increase in estimated dislocation density accuracy in GaN and a 
better understanding of ECCI micrographs. The dataset is expected useful for complementary 
dislocation related fields of study such as layer growth or electrical characterization. 
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Background incl. aims 
Many material properties are governed by dislocations and their interactions. Examples range from 
the strengthening of metals and alloys to efficiency in semiconductor laser devices. Thus, knowledge 
of the three-dimensional topology of dislocation networks is crucial for material engineering. A two-
dimensional projection of dislocation networks can be readily obtained by conventional (scanning-) 
transmission electron microscopy (S/TEM) images. Here we show a way to reveal the three-
dimensional location of dislocations and simultaneously classify their type from a single 4D-STEM 
measurement [1]. 
Methods 
Under systematic row conditions, where the systematic row is oriented non-parallel to the 
dislocation’s Burgers vector, the 4D-STEM dataset can be represented by a reduced 2D dataset, with 
a spatial dimension x perpendicular to the dislocation line and a diffraction dimension q in the 
direction of the systematic row. Due to dynamical diffraction effects, such (x, q)-datasets exhibit 
sufficient information to uniquely identify the dislocation type and its three-dimensional depth 
within the S/TEM lamella. This identification is facilitated by comparison of the experimental (x, q)-
data to a database with calculated (x, q)-data, where the relevant parameters Burger’s vector, 
dislocation depth, lamella thickness, and beam tilt were varied. The column approximation is 
sufficiently accurate for the calculation task, which allows a numerically efficient calculation of the 
database by a forward propagation of the Darwin-Howie-Whelan equations [2]. 
Results 
For an exemplary dislocation the results are shown in the figure. The investigated dislocation is a 
threading screw dislocation with a line vector of [0001] found within a GaN buffer grown on a 
sapphire substrate. The data was obtained under (0002) systematic row conditions. In the left-hand 
panel the experimentally obtained (x, q)-data for this dislocation is displayed. The panel in the middle 
shows the best matching calculation for the data, which was obtained for a Burgers vector of [000-1], 
a lamella thickness of 132 nm, and a depth of the dislocation core of 55 nm behind the entrance 
surface. The right-hand panel shows the mean squared error evaluated during the comparison, which 
is the average squared difference between the experimental data and the individual (x, q)-data from 
the database. Even though local minima are found for several specimen thicknesses and dislocation 
depths, the global minimum can be easily identified. 
Conclusion 
The ability to three-dimensionally locate a dislocation within a specimen and simultaneously classify 
its type provides an extremely powerful way for the investigation of dislocation networks. A 3D 
classification is possible from a single 4D-STEM measurement within the limitations of the g·b 
criterion. In comparison to tomographic methods a single 4D-STEM measurement can be performed 
much faster and with less dose, which enables the investigation of dislocation networks in beam-
sensitive materials or in dynamic conditions, like during an in-situ heating/cooling experiment.  
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Background incl. aims 
Recently, counted direct detection cameras which are virtually noise-free have enabled very faint 
diffraction spots to be detected at high spatial frequencies. These same cameras provide sharp detail, 
enabling spots to be precisely located. This combination of a large range and high resolution in 
reciprocal space requires large images to be captured. When samples are also changing over time, 
the capacity to capture an entire video dataset of the dynamic behavior is also valuable. This leads to 
three-dimensional datasets with billions of pixels that may be tens of gigabytes in size. These may be 
information-rich, but are impossible to visualize or analyze without some processing. In this work, we 
use a Python script to process each diffraction pattern in an in-situ video dataset to produce a series 
of radial profiles over time. This reduces the dimensionality, making them more amenable to 
visualization, easier to analyze, and significantly smaller.  It also provides a more directly 
interpretable result in minutes that can be used to determine whether good data has been captured 
while the user is still sitting at the microscope.  
Methods 
The Python script used in this work processes each diffraction pattern in an in-situ video dataset to 
produce a series of radial profiles over time. It is freely available online[1] and runs within the Gatan 
DigitalMicrograph software, which facilitates immediate application of the processing to diffraction 
datasets just collected at the microscope. The script does not merely calculate a radial average, since 
this will tend to miss faint spots, especially those at large spatial frequency, where there may be 
thousands of pixels at a specified radius, but only a few with real diffraction signal. Even if the 
detector was perfect, contributing no noise to the pattern, shot noise from the diffuse scatter in the 
pattern at that radius would often contribute more to the average than the real signal. Instead the 
script calculates a radial maximum, and subtracts the radial average, reducing the impact of any 
uniformly distributed background intensity. It also masks the center of the pattern and optionally 
filters it with a median filter prior to calculating the profiles. The script applies this processing to 
every frame in an in-situ video dataset captured by a Gatan in-situ camera, and produces two 
equivalent outputs. The first output is a 1D profile over time, which can be played back with the 
same In-Situ Player used to play back the original data, and is automatically synced with the original 
data if this is also displayed. The second output, as shown in Figure 1, is a 2D visualization where the 
horizontal axis is time, and the profiles are displayed vertically with the center of each pattern at the 
top. While this abstract is focused on the application of this script to diffraction patterns, it should be 
noted that a similar approach can be applied to high resolution TEM videos by first computing the 
FFT of each frame.  
Results 
This  script reduces the dimensionality of datasets from 3D to 2D, reducing data size and facilitating  
visualization and analysis. For a diffraction dataset with 1k x 1k patterns (1 million pixels) a single 
radial profile with minimal loss of resolution is 500 pixels, so the reduction in data size is roughly a 
factor of 2000. If the same dataset has 1,000 frames with a bit depth of 32, the data size will be 
reduced from around 3.7 GB to 1.9 MB. This takes about 3 minutes on the Gatan camera computer, 
making it possible to run during a TEM session. In many cases, this can immediately inform the user 
about whether they’ve collected the data they need. For almost all datasets, it is easier and faster to 
perform further processing or analysis on the 2D data, rather than the full 3D dataset. 
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We have applied this diffraction processing to 2 classes of in-situ videos. First, this has been applied 
to monitor the damage of beam-sensitive materials over time, including metal-organic frameworks 
(MOFs) and zeolites. If the electron dose rate is known, this can rapidly quantify the amount of dose 
required to degrade or destroy the sample. Second, the same script has been applied to in-situ videos 
of reversible phase changes, making it easy to determine the exact timing of the phase change, and 
to correlate this with the in-situ conditions.  
It should be noted that not all changes observed in diffraction patterns over time can be attributed to 
beam damage or phase changes. Sample drift in x-y or in the z direction, or rotation of small crystals 
can lead to changes in the pattern which are difficult to distinguish changes that are the result of 
more interesting phenomena. Care must be taken by the user to correctly interpret the changes 
observed, and a full discussion of this is outside the scope of this work.  
Conclusions 
In-situ diffraction data captured by modern cameras is information-rich, but can also be very large 
and must be processed. Rapid processing and visualization can be performed using Python in 
DigitalMicrograph to reduce dimensionality and data size prior to performing detailed analysis. A 
freely available script has been written to perform this analysis, and applied to video datasets of 
beam damage and phase transformations. 
 
Figure: Examples of 2D visualizations of in-situ diffraction datasets. For each dataset, the profiles go 
from the center of the pattern at the top toward the edge of the pattern at the bottom. Left: 
Datasets recording the effects of beam damage for 2D MOF-2 and for ZSM-5. The MOF sample was 
damaged in seconds, while the zeolite dataset was recorded for over an hour. Right: Datasets 
recording temperature-induced reversible phase transformations: Sn nanoparticles being heated 
repeatedly above and below the melting point, VO2 heated above and below its metal-to-insulator 
transition, with varying ramp rates. 
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Background incl. aims 
Texture describes the preferred orientation of grains in crystalline materials. For characterization of 
texture, the reciprocal space is conventionally investigated in diffraction experiments using electrons, 
X-rays or neutrons as probes. In polycrystalline thin films texture is an important characteristic of the 
microstructure determining anisotropic properties like, e.g., charge carrier transport in bulk 
heterojunction (BHJ) organic solar cells (OSC). Gracing incidence wide angle X-ray scattering 
(GIWAXS) is a well-established method for texture analysis of OSCs, however, real space information 
is only indirectly accessible as averaging measure (e.g. grain size or coherence length). In contrast, 
electrons as probe in transmission electron microscopes (TEM) provide direct access to both real and 
reciprocal space while additionally delivering analytical signals for local chemical analysis. However, 
due to the challenge of radiation damage, electron diffraction is not well explored for OSCs. In this 
work we show that electron diffraction tomography (EDT) can be used to investigate the reciprocal 
space of polycrystalline thin films in 3D, providing information on texture comparable to results 
obtained with GIWAXS. 
Methods 
We chose two radiation sensitive BHJ OSC active layers as model sample systems. Both OSCs contain  
PC₇₁BM as fullerene acceptor, but differ in that the donor component is a small molecule (DRCN5T) in 
one case and the classical polymer P3HT in the other. Large-area plan-view samples of the active 
layer were prepared by floating off the spin-coated film from the substrate and transferring it to a 
TEM grid. Real space information on the nanomorphology of the donor and acceptor phases was 
obtained using STEM-EELS or EFTEM as exemplary shown for the DRCN5T/PC₇₁BM system in Fig. 1a. 
For EDT we acquired tilt series of zero-loss energy filtered SAED patterns across a tilt range of ±70° 
using a single-axis tomography holder (Fig. 1b). Energy filtering is necessary to suppress inelastic 
scattering background in particular at small scattering angles, which is critical to reveal 
crystallographic information on the small molecule/polymer crystallites with their nm-sized unit cells. 
To minimize effects of radiation damage, each diffraction pattern was acquired at a fresh sample 
area with electron dose well below the evaluated critical dose. From the SAED tilt series the 3D 
diffraction space was reconstructed with a home-developed code for 3D reciprocal space filling which 
is based on polar transformations (Fig. 1c). Furthermore, azimuthal averaging of the volume around 
qz axis was performed to obtain qr-qz reciprocal space maps for direct comparison with GIWAXS 
data. 
Results 
The qr-qz reciprocal space maps derived from EDT and GIWAXS are exemplarily depicted side-by-side 
in Fig. 1d for the DRCN5T/PC₇₁BM film. They show excellent agreement, indicating that not only 
GIWAXS but also EDT is perfectly suited for texture analysis of such radiation sensitive organic films. 
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Moreover, direct comparison of different line profiles extracted from the reciprocal space maps 
reveal even quantitative matching of EDT and GIWAXS data. Interestingly, the EDT data show a better 
signal-to-noise ratio, in particular regarding the in-plane reciprocal information, which is difficult to 
access with GIWAXS. From the reciprocal space maps, it can be seen that the π-stacking of the small 
molecules in the DRCN5T crystallites exhibit preferred edge-on and face-on orientation in the fibre 
like nanomorphology revealed by STEM-EELS. Quantitative evaluation of the diffraction peak 
characteristics yields comparable structural information in terms of crystal coherence length, 
mosaicity, etc.. 
Conclusion 
In summary, we demonstrate that the texture of radiation sensitive OSC thin films can be 
investigated using EDT yielding results in quantitative agreement with GIWAXS. Combining EDT with 
real space characterization using high-resolution and analytical TEM methods provides great 
opportunities for a more comprehensive and in-depth analysis of OSC thin films. Furthermore, the 
application of the presented methodology to state-of-the-art, non-fullerene OSC systems consisting 
of PM6:Y6 is in progress and will be covered in the conference contribution. 
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Background incl. aims 
The epitaxial growth of semiconductor multilayers can benefit from the use of wafer substrates with 
different offcut angles. The offcut angle of a wafer refers to the angle between the wafer surface 
normal and the chosen zone axis. These offcuts can be precisely controlled on monocrystalline 
wafers such as silicon or sapphire according to the growth needs. A possible application consists in 
tuning the strain in the epitaxial stacks by growing the layers on single-crystal wafers with precisely 
controlled offcuts. However, improper wafer offcuts can lead to the undesired formation of grains, 
anti-phase boundaries and uncontrolled growth modes. These offcuts must therefore be accurately 
controlled. To characterize wafer offcuts, methods based on high-resolution X-ray diffraction (XRD) 
[1] and electron backscatter diffraction (EBSD) [2] can be used to characterize the wafer offcuts with 
sub 0.1° angular resolution. However, such measurements are complex and time-consuming (several 
hours). Therefore, the availability of a fast and accurate method for wafer offcut angle determination 
is highly desirable to enable efficient quality checks of incoming wafers and to support the growth of 
high-quality materials for advanced semiconductor devices. In this contribution we propose a novel 
workflow based on applying electron channeling pattern imaging (ECPI) techniques and successfully 
utilized this method to measure wafer offcut angles. 
 
Methods 
ECP is based on the diffraction of backscattered electrons (BSE) inside crystalline materials [3]. The 
variation of the BSE yield as a function of the incident beam direction results in a distinctive band 
pattern on the sample surface. This generates a set of electron channeling bands (ECB) appearing as 
dark lines, which forms the ECP superposed on the BSE image. For monocrystalline samples, the ECP 
is determined by the crystal structure and orientation. While ECP represents the reciprocal space 
projection onto the detector plane, the sample rotation causes the respective rotation of the ECP. 
The beam center can be determined by the sample rotation. Having a sample with an offcut angle 
deviated from the zone axis means that the ECP rotation center is not fixed to the nearest zone axis. 
Upon sample rotation, the ECP center forms a circular trajectory as the sample is rigidly fixed with 
the zone axis. As a result, the precise wafer offcuts can be directly measured from the analysis of ECP 
images.  
 
Results 
In this work, we successfully applied this method to Si(001) wafers with and without offcut angles. 
After sample loading into the chamber, the sample surface normal is first properly aligned to the 
primary electron beam. For the zone axis (offcut angle < 3°) present on one ECP image, a rotation 
series is needed to determine the wafer offcuts. During the sample rotation the whole ECP including 
the zone axis moves around the surface normal along a circular path. The resulting radius of the zone 
axis trace is determined as the wafer offcut angles. In case the zone axis is not present in the field of 
view, additional tilts are required to determine the zone axis position and thus the wafer offcut. 
Following this approach, the achieved angular resolution is 0.1°, which agrees well with reference 
XRD results. With the routine procedure established in this work, the results can be obtained within 1 
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hour. Compared to the XRD and EBSD methods, it is faster and provides an acceptable accuracy, 
without requiring any specific sample preparation. 
 
Conclusion 
We demonstrate a new approach based on ECP images to determine wafer offcuts. The wafer offcut 
angle is characterized rapidly with an angular resolution of 0.1º. As a fast, accurate, and easy-to-use 
solution, the technique has wide applications, especially in the semiconductor field. 
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Background 
The development of fast pixel-based detectors in (scanning) transmission electron microscopy 
((S)TEM) has resulted in 4D-STEM becoming almost a standard tool [1].  The computationally simplest 
analysis of 4D-STEM data is the calculation of the center of mass (COM) of the intensity in the 
diffraction pattern (the so-called COM or first-moment method) [2]. The COM corresponds to the 
expectation value of the net momentum transferred to a beam electron during the interaction with 
the sample. The momentum transfer is caused by a magnetic or electric field [3]. However, it is 
anything but easy to draw conclusions about an electric field in the sample from a measured COM. 
In this contribution, we use the example of AlN/GaN as well as of SiGe/Si to demonstrate effects that 
influence the measured COM and which may lead to artifacts in the measured electric field. A 
knowledge of these effects is important for a correct interpretation of the COM measurement [4,5]. 
We focus primarily on two aims: (i) Deriving the difference of polarization induced fields in GaN and 
AlN and (ii) measuring the relative mean inner crystal potentials (MIPs) using the electric field at the 
interface between different materials.  
Methods 
The investigations are performed by multislice simulations and by experimental 4D-STEM. In the 
experimental case, an FEI/Thermo Fisher Titan 80/300 and a Thermo Fisher Spectra 300 were used. 
Results  
Figure 1a shows the projected electric field obtained from a simulated COM measurement [4] along a 
line profile of an unrealistic, non-atomistic supercell in which a layer with the MIP of AlN is 
embedded in a material with a MIP corresponding to that of GaN. The x-axis shows the line-scan 
position, the y-axis shows the simulated sample thickness. 
Apparently, the beam electrons at both interfaces experience a momentum transfer towards GaN, 
i.e. towards the material with the higher MIP. This is intuitively understandable, with the 
interpretation that an electric field exists - due to the (mean inner) potential difference - that deflects 
the electrons. 
If one now considers the complex propagation and interaction of the beam electrons inside the 
specimen using an atom-based supercell, one gets a completely different picture shown in Figure 1b: 
the strength with which the beam electrons are deflected at the interface between GaN and AlN is 
not just higher - it points in the opposite direction. It can be shown that this simulation result agrees 
with experimental measurements. 
In addition to this example, we will also address the influence of sample geometry (inclined surfaces) 
and examine what effect beam convergence has and how strongly nanobeam-electron diffraction 
(NBED) is influenced by it. 
Conclusion 
The interaction of the beam electrons in the STEM with the sample is strongly influenced, for 
example, by dynamic scattering. Thus, there are also effects on the measured COM of the diffracted 
intensity in 4D-STEM image series. Caution is therefore advised when interpreting these COM results 
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(e.g. for quantifying electric fields). For complex and especially small-scale structures, comparison 
with simulations is a must. 
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Background incl. aims 
While dynamical scattering has typically been viewed as a hindrance when attempting to retrieve an 
unknown crystal structure from electron diffraction data, it can also be of direct benefit since it 
encodes phase information in the intensity of the electron wave function exiting the crystal [1]. For 
example, recent advances in 3D electron diffraction have utilized dynamical effects to complement 
and significantly improve kinematical refinement methods [2]. Building on prior work by Feng et al. 
[3] we have developed a structure retrieval method which, using experimental large-angle-rocking-
beam electron diffraction (LARBED) data, is not only capable of reconstructing complex crystal 
structures, but also shows that dynamical scattering can be directly used to increase the resolution of 
a reconstruction beyond what would be achievable under assumption of purely kinematical 
conditions. 
 
Methods 
The approach by Feng et al. [3], which was demonstrated on a rather simple structure (SrTiO3), used 
a conjugate gradient method to minimize the sum of squared differences between an experimental 
LARBED pattern and one simulated via the Bloch wave formalism from reconstructed structure 
factors. We expanded on this method by switching to the adaptive moment estimation (ADAM) 
optimization algorithm as well as introducing analytical calculation of gradients of the scattering 
matrix. Significant improvements were achieved by utilizing a series expansion of the scattering 
matrix [4] to develop a weighting scheme which selectively prioritizes matching those diffraction 
intensities which have a dominating linear dependence on the structure factors of the crystal. 
Experimental measurements were performed using a Dectris ELA detector mounted to the end of the 
IRIS spectrometer of a Nion HERMES microscope, allowing zero-loss filtering with the energy-
selecting EELS beam trap. The results presented below were achieved using a roughly 40nm thick 
lamella of β-Ga2O3 which was prepared with the FIB technique from a bulk crystal grown by the 
Czochralski method [5]. 
 
Results 
Figure a) shows the 2D projected potential of β-Ga2O3 in [010] zone axis, generated from 
reconstructed structure factors, with the theoretical structure overlaid on top. The structure factors 
were refined from 1129 diffraction patterns of an experimental LARBED tilt series, collected with an 
accelerating voltage of 200 kV and a maximum tilt angle of 100 mrad. Figure b) shows the Fourier 
transform of the reconstructed potential with the red circle indicating the range of visible frequency 
components (image is not to scale with a)). Figure c) shows the mean of all experimental diffraction 
patterns collected in the LARBED measurement. While many excited beams are visible, only the first 
8 (indicated by green circles) were actually used in the reconstruction of the crystal structure. Our 
method reaches a sub-angstrom resolution of 1.39 Å-1, which is over 5 times finer than the 
maximum resolution of 0.27 Å-1 which one obtains when only using the structure factors 
corresponding to these 8 beams, as in kinematic scattering theory. The reconstructed potential 
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shows good agreement with reference data, further validating this result. In addition to the crystal 
structure, a specimen thickness of 36.9 nm was also retrieved. The reconstruction was performed ab-
initio, i.e. without initializing it with any reasonable starting guess. Besides a small regularization term 
in the loss function to aid convergence, no further constraints were placed on reconstructed 
structure factors and no prior information about the crystal, except for its lattice parameters (which 
can also be extracted from the diffraction data), were used. 
 
Conclusion 
In summary, we have directly utilized experimental dynamical diffraction data to perform an ab-initio 
reconstruction of a crystal at a much higher resolution than would be possible with purely 
kinematical methods. While we show the best result in this text, our method has successfully been 
tested on experimental data from further crystals, such as BaTiO3 and Al2O3. An interesting 
consequence of these findings is that it may be possible to reconstruct a 3D structure from 2D 
rocking curve data, since there is no fundamental difference in how structure factors corresponding 
to different reciprocal lattice vectors influence the diffraction pattern produced by the crystal. 
Preliminary testing on simulated data appears to be promising in this regard and will be further 
discussed. 
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Four dimensional scanning transmission electron microscopy (4D STEM) refers to a technique where 
the electron beam scans across a 2 dimensional array on the sample while a detector positioned 
below the sample records a 2 dimensional pattern for each point in the array, thus creating a 4 
dimensional dataset. 4D STEM is a common technique in TEM and is used for virtual imaging, 
orientation and strain mapping, and differential phase contrast. This work focuses on developments 
in detector design, centred on miniaturization and low energy sensitivity, which enable a 4D STEM 
detector to be used in scanning electron microscopy(SEM). 
Presented is a 4D STEM solution based on a Timepix 3 hybrid pixelated detector. This detector 
consists of a matrix of 256 x 256 smart digital pixels (pixel pitch 55 μm), each containing advanced 
electronics for signal processing including digital registers. The digitisation is performed immediately 
for each detected electron recording complex information (position, energy and time) which 
suppresses unwanted signals and therefore selects only relevant events. This principle significantly 
improves image quality, reduces noise and increases the resolution and contrast in the acquired 
images. For 4D STEM applications the main advantages of this approach is the so-called data-driven 
readout, where every single detected event is streamed directly out of the chip, thus allowing dwell 
times of hundreds of nanoseconds, effectively removing the traditional bottleneck arising from the 
requirement to store a full pattern for each point in the array. 
Figure 1 shows a map of 1536 x 1024 pixels of a stainless steel specimen, acquired in only 80 s. The 
full dataset with individual diffractograms along with the subsequent virtual diffraction image is 
shown. In this example, the high contrast arises from the noisless operation of the detector paired 
with the low energy sensitivity and the virtually unlimited dynamic range. 
With a full integration of the detector into a microscope vacuum chamber the complete workflow 
from lamella preparation to 4D STEM imaging can now be realised. This approach significantly 
improve the performance capabilities achievable within SEM. 
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Background incl. aims 
Neumann's principle states that symmetries of physical properties (e.g., dielectric / piezoelectric / 
elastic tensor) derive from structural point (space) symmetry groups of the crystal lattice. The same 
can be applied for magnetism: the symmetry of magnetic properties (e.g., anomalous Hall effect, 
multiferroicity, altermagnetism) is determined by the magnetic point (space) group symmetry of the 
magnetic crystal. Consequently, the ability to determine such symmetries is crucial for the prediction 
of physical properties of new materials.  Currently, the only probe for magnetic point and space 
group symmetries was neutron diffraction, requiring rather large samples and scarce beam time to 
be carried out.  
It is well known, on the other hand, that convergent beam electron-beam diffraction methods can be 
used to determine spatial symmetries of crystalline samples, due to the direct relationship between 
the diffraction groups (symmetry group of convergent electron diffraction patterns) and the point 
(space) group of the sample [1]. In this work we employ group theory and electron scattering 
simulations to demonstrate an extension of CBED toward capable to determine magnetic point 
groups. The method would be applicable in Transmission Electron Microscopes with spatial 
resolution in the range of 10 nanometers. 
Methods 
Magnetic electron diffraction groups are composed of standard electron diffraction groups [1] plus 
time (magnetization) reversal symmetry. We used group theory to obtain and classify all 125 possible 
magnetic electron diffraction groups obtained by this procedure. The cornerstones for such a theory 
are the commutation of time-reversal with all other symmetry transformations and its antiunitary 
character. In a second step we establish the relations between the 122 crystallographic magnetic 
point groups and the electron diffraction groups for different zone axis orientations of the sample in 
the electron diffraction experiment.  
The verify the theory, dynamic electron scattering simulations for samples with different magnetic 
point group symmetries and crystal orientations were conducted to obtain convergent beam electron 
diffraction patterns with magnetic Bragg discs. 
Results 
We provide the group theory for convergent beam electron diffraction of magnetic crystals and give 
a complete mapping of magnetic point groups to corresponding diffraction groups for all possible 
crystal orientations. We conduct electron scattering simulations for selected antiferromagnetic 
samples (NiO, etc.) in order to verify the group theoretical considerations. It is shown that obtained 
symmetries from simulated electron diffraction images correspond to the expected magnetic point 
groups of the samples.    
Conclusion 
This work proposes convergent beam electron diffraction as an alternative of neutron diffraction for 
unambiguous determination of magnetic point group symmetry. With a given map of magnetic point 
groups to corresponding electron diffraction groups one can determine the latter from a finite series 
of diffraction experiments at different crystal orientations. Simplicity, accuracy and relatively small 
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spatial resolution of a proposed method makes it an intriguing candidate for magnetic symmetry 
detection and investigation. 
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Background: We have developed a new method, named 4D-STEM/PNBD (i.e., four-dimensional 
scanning transmission electron microscopy/powder nanobeam diffraction), which can convert a 
modern SEM microscope to a simple, fast, and user-friendly powder electron diffractometer [1, 2].  
The only hardware requirement is that the SEM microscope must be equipped with a 2D-array 
detector of transmitted electrons (also referred to as 2D-array STEM detector or pixelated STEM).  In 
4D-STEM/PNBD, we reduce a huge and complex 4D-STEM-in-SEM dataset to a single 2D powder 
diffraction pattern (as shown in the attached figure).  The final powder diffraction patterns are 
equivalent to those from TEM/SAED as documented in our previous studies [1-3]. They can be 
compared to theoretically calculated powder X-ray diffraction patterns (PXRD) in order to identify the 
investigated nanocrystals [2, 3]. This contribution deals with the recent improvements of our 
method, which should make it even more user-friendly and robust [3, 4]. 
 
Materials and methods: We performed TEM/SAED (selected area electron diffraction) and 4D-
STEM/PNBD measurements on three types of nanocrystalline samples on an electron-transparent 
carbon film. The samples differed by signal-to-noise ratio (SNR), where signal and noise are 
represented by the intensity of diffraction peaks and the amorphous background, respectively. The 
samples could be grouped as follows: (i) Au nanoislands with high SNR, (ii) GdF3 and TbF3 
nanocrystals with good SNR, and (iii) magnetic iron oxide nanoclusters with or without amorphous 
silica shell with intermediate SNR. The 4D-STEM/PNBD calculations were performed with recent 
version of our open-source Python libraries STEMDIFF (conversion of 4D datasets to 2D powder 
diffraction patterns; https://pypi.org/project/stemdiff) and EDIFF (conversion of 2D-diffraction 
patterns to 1D radially averaged diffraction profiles and their comparison with theoretically 
calculated PXRD; https://pypi.org/project/ediff). 
 
Results and discussion: Our initial studies [1-3] showed that the 4D-STEM/PNBD works very well for 
reasonably small, highly diffracting crystals with low absorption. If the crystals are thicker and/or 
surrounded by amorphous matrix, the extraction of 2D powder diffractogram can become difficult or 
impossible. This results from the lower-energy electrons in SEM (E < 30 keV), which suffer from 
higher absorption and inelastic scattering than the higher-energy electrons in TEM (E > 100 keV). The 
better 4D-STEM-in-SEM datasets and, subsequently, the higher-quality 2D powder diffractograms can 
be obtained with better hardware (i.e. better SEM microscope and/or pixelated STEM detector), 
better experimental parameters (optimized scanning speed, dwell time etc.), and better software 
(i.e. data processing). For given hardware and optimized experimental conditions, the decisive factor 
is the data processing. Consequently, we made several improvements of our STEMDIFF software. At 
first, we introduced better, multi-criteria filtering of the raw 4D-STEM-in-SEM dataset. The better 
filtering allows us to select the highly-diffracting locations and ignore the rest, which contain high 
noise. Moreover, it enables us to get the better estimate of the point-spread-function (PSF) of the 
primary beam, which can improve the quality of the individual diffractograms by means of 2D-PSF 
deconvolution. At second, we increased the speed of the above-mentioned time-consuming 2D-PSF 
deconvolution step ca 5x by introducing multicore processing. Last but not the least, we improved 
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the user interface and extended the original software package STEMDIFF (the conversion of 4D-
datasets to 2D diffractograms) with a sister package EDIFF (the conversion of 2D diffractograms to 1D 
profiles and their comparison with theoretically calculated PXRD patterns). The recent versions of 
STEMDIFF and EDIFF employ the well-established Jupyter notebooks as interactive templates for 
complete data processing (4D → 2D → 1D) without any third-party software. The notebooks are 
written and documented in such a way that the data could be processed in step-by-step way by any 
SEM user without detailed knowledge of diffraction theory. The above-listed improvements enabled 
us to process not only the 4D-STEM-in-SEM datasets of strongly diffracting samples with high SNR 
(such as Au nanoislands), but also samples with intermediate SNR (such as iron oxide nanoclusters 
enveloped with amorphous silica). The samples with low and poor SNR remain as a challenge for our 
ongoing work, which comprises advanced 2D-PSF deconvolution methods and automated, machine 
learning-based noise reduction. 
 
Conclusion: The 4D-STEM/PNBD method brings a simple, fast, and easy-to-use electron diffraction 
technique to SEM users.  The classical SEM microscopes offer imaging modes (such as SE or BSE) and 
spectroscopy modes (such as EDX).  The modern SEM microscopes equipped with pixelated STEM 
detectors add also the third mode – the electron diffraction.  The pixelated detectors can be installed 
in a common SEM port like any other detector. The 4D-STEM datasets are easy-to-collect, but 
difficult-to-process – at least for non-crystallographers. Our STEMDIFF package reduces a complex 
4D-STEM dataset to a simple 2D diffractogram. The sister EDIFF package enables a fast conversion of 
2D diffractogram to radially averaged 1D diffraction profile and its comparison with theoretically 
calculated PXRD diffraction pattern. Both packages aim to be as user-friendly as possible, so that the 
new 4D-STEM/PNBD method could be employed by all users of SEM microscopes. 
 
Acknowledgement: Project TN02000020 (TA CR) and Thermo Fisher Scientific company for a high-
resolution SEM with pixelated detector installed at ISI CAS. 
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Background 
Biopolymers are electron beam-sensitive materials with low scattering power, which poses a 
significant challenge for nanoscale characterization. One promising technique to overcome these 
issues is scanning electron diffraction (SED), utilizing the strong interaction between electrons and 
matter. In SED, the sample is raster scanned using a near-parallel electron probe while 
simultaneously capturing a diffraction pattern at each beam position. These patterns provide highly 
localized crystalline information from the sample, including strain, phase, and orientation, later 
characterized through post-acquisition data analysis. 
Cellulose, with its unique properties and crystalline structure, has emerged as a promising resource 
for sustainable composite materials. Controlling its hierarchical organization is an essential 
consideration in cellulose utilization. The aligned orientation of the highly anisotropic cellulose 
nanofibers is vital to macroscale mechanical properties. Fundamental insights into the intrinsic 
arrangement of cellulose enhance its exploitation in composites with new and improved properties. 
 
Methods 
The wood-based composite material was sectioned using ultramicrotomy in two orthogonal 
directions, longitudinally and transversely, relative to the elongated wood cell structure. The 
microscope was configured with a convergence angle of 0.1 mrad, resulting in a probe diameter of 
less than 10 nm. SED data was acquired using a beam current of 2 pA with a dwell time of 5 ms to 
minimize beam damage. Cellulose orientation and degree of alignment in each beam position were 
determined through post-acquisition data processing. 360 virtual detectors were arranged in an 
annular pattern around the unscattered beam, with a radius corresponding to the scattering angle of 
the most prominent 200-reflection of cellulose to optimize the signal-to-noise ratio. 
 
Results 
In this study, we employed SED to unveil the hierarchical assembly of cellulose nanofibers in 
transparent wood, a composite material prepared by infiltrating wood with polymerized methyl 
methacrylate (PMMA)[1]. Our results reveal a well-ordered hierarchical arrangement of nanofibers in 
the secondary cell wall with a spatial resolution of 15 nm[2]. In the inner regions, the nanofibers are 
aligned parallel to the cell elongation, including the innermost part closest to the lumen. In the outer 
part, the nanofibers transition to a tangential orientation. Based on the quantitative SED data, we 
can conclude that this reorientation occurs smoothly over 1.5 µm. Despite the change in direction, 
cellulose nanofibers stay well-aligned. Uniform cellulose orientation in the inner part and a plateau in 
the outermost part support a layered cell wall structure. 
Furthermore, wood cells sectioned longitudinally exhibit clockwise or counterclockwise nanofiber 
rotation towards the outer part. This rotation difference is caused by sectioning the cells at different 
depths and is consistent with a helical arrangement of nanofibers with a gradually changing pitch. 
Peak width analysis of transversely sectioned transparent wood discloses a higher degree of 
nanofiber alignment in the outer part of the cell wall than in the inner part. 
Preserving the anisotropic organization of cellulose in this new biocomposite retains the mechanical 
properties of wood. 
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Conclusions 
This work demonstrates the potential of Scanning Electron Diffraction in characterizing biobased 
composite materials. Combining sensitive detectors and innovative data analysis enables the 
detection of very subtle signals from the sample. SED provides quantitative crystal information with 
exceptionally high spatial resolution from a relatively large field of view (20x20 µm). 
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Transmission Kikuchi diffraction (TKD) is an increasingly popular technique in the scanning electron 
microscope (SEM) for the characterization of nanoscale structures in wide range of materials [1-3]. 
The convenience of being able to utilize a conventional commercial electron backscatter diffraction 
(EBSD) system in a field emission SEM or focused ion beam (FIB) SEM has made TKD a particularly 
attractive alternative to orientation mapping techniques in the transmission electron microscope 
(TEM).  
 
Improvements to focused ion beam instruments and sample preparation methods [4], have added 
analysis capabilities but not significantly improved the overall workflow or data quality. Methods 
such as the large area preparation method have made it possible to apply many standard approaches 
used for EBSD, however there is scope for TKD specific improvements. related to data processing 
during data acquisition, offline reprocessing and the geometry in which data is being acquired. 
 
We will discuss the latest improvements to TKD workflows, improving the acquisition of high-
resolution data, making the end-to-end workflow easier, and improving data processing to obtain 
better data quality in relation to TKD analysis. 
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Indium-Gallium-Zinc-Oxide (IGZO) compounds have been regarded as attractive material for the 
channel in transparent thin-film transistors (TFTs), with low leakage in the off-state and high mobility. 
IGZO-based materials belong to the class of high band-gap semiconductors and their crystallographic 
properties are the key characteristic determining the final performances of the electronic devices. 
Amorphous IGZO, for example, is easy to grow and has good electron mobility, in contrast to other 
semiconductors such as Si and Ge in the amorphous state. However, in the perspective of the 
fabrication of electronic devices, amorphous IGZO TFTs suffer from electrical instability. Crystalline 
IGZO mostly exists in two polytypes having spaces group R3̅m (160) and P63/mmc (194), and has 
showed improved electrical performances. There is also an intermediate crystal phase where the 
periodicity is kept only in the c-axis, while being structureless in the a and b-axis. This phase is called 
CAAC (c-axis aligned crystalline) IGZO and it is less prone to defect formation. More sophisticated 
configurations have been employed in TFTs: for example, a double layer design, constituted of 
amorphous and CAAC-IGZO, has shown good device stability [1]. To further enrich the family of IGZO 
compounds, a new a spinel polytype has been recently demonstrated, which can be grown via PVD 
using intermediate conditions derived from the growth of amorphous and CAAC-IGZO, and exploiting 
a Ga2ZnO4 (GZO) layer as a seed [2]. 
In such a complex panorama, there is a need for an appropriate technique to characterize the huge 
diversity of crystal phases in IGZO-based TFTs. To this end, we referred to Precession Electron 
Diffraction (PED) [3] executed via a Transmission Electron Microscope (TEM) in scanning (STEM) 
mode. In fact, standard electron diffraction, due to sample thickness, is significantly affected by 
multiple/dynamic scattering, which leads to diffracted intensities not easy to be interpreted. PED was 
introduced to solve this issue and analyze crystal structures with better sensitivity. In PED, the 
electron beam is rocked at a fixed angle to the optic axis above the sample, forming a hollow cone, 
and then it is de-rocked below the sample. It can be demonstrated that the final diffraction pattern 
has many more reflections than in the case of an unprecessed beam, having intensities unaffected by 
dynamic scattering. We applied scanning PED to the study of IGZO thin (about 20 nm) films having 
spinel structure and grown on GZO layers having different thickness (from 2 to 10 nm). We prove the 
possibility to correctly identify materials with similar electron diffraction patterns, such are IGZO and 
GZO, using PED and Phase & Orientation mapping of the scanned area (ASTAR, NanoMEGAS) [4]. We 
demonstrate that high sensitivity can be achieved to properly resolve even narrow GZO layers, as 
thin as 2 nm, from the above IGZO. This can be inferred from Figure 1, which shows the combination 
of phase map and indexation for two different IGZO samples, grown on GZO having thickness of 10 
nm (a) and 2 nm (b), respectively. Moreover, phase and orientation mapping allowed us to study the 
grains structural properties in IGZO grown on GZO layer with different thickness. We show that, as 
expected, IGZO grows epitaxially on the GZO seed layer. Moreover, IGZO grain growth is related to 
the thickness of the underlying GZO layers: size of the IGZO grains is coarse when GZO has higher 
thickness, while columnar growth of narrower and IGZO grains is reached when thin GZO is used. For 
GZO having 2 nm thickness, IGZO and GZO present texture, with growth of IGZO/GZO along the 
<111> direction. Finally, we study the case where thermal annealing in a hydrogen atmosphere 
reduces the IGZO film and induces the formation of In-rich grains dispersed in the IGZO matrix. In this 
context, we study the crystal structure of these grains and their matrix.  
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This study is preliminary to the characterization of TFTs devices employing complex design and based 
on IGZO compounds as channel material. In general, these results can open the way to the study of 
different devices, where the common feature relies in the close link between the crystallographic 
structure and the final performances. 
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Background  
With the advent of sensitive direct electron detectors, coupled with ever-greater computational 
power, 4D-STEM has grown rapidly in popularity [1,2].  In particular, scanning electron diffraction 
(SED), a variant of 4D-STEM, is based on acquiring a set of diffraction patterns with low convergence 
(near-parallel) probes for each scan position such that subsequent computational data processing 
can retrieve nanoscale information regarding phase identification, crystallographic orientation, 
internal electric and magnetic fields and strains. This work assesses the impact of different 
acquisition conditions to identify optimal imaging conditions for 2D strain mapping. 
 
Methods 
A simulated strain distribution (quantum well phantom with an (unstrained) primitive unit cell of 5Å) 
that included areas with uniaxial and biaxial normal strain, shear strain, lattice rotation, and their 
combination, was used to generate a SED dataset for strain mapping. The simulated diffraction 
patterns, ‘recorded’ on detectors with four different pixel sizes, were generated using the 
kinematical diffraction module in Py4DSTEM python library [3], and a custom plotting code based on 
the pyxem python library [4].  The maximum extent of the simulated diffraction pattern on each 
detector (with the origin at the detector centre) is +/- 1.25 Å-1.  Kinematical simulations can be 
justified here because strain mapping often uses precession electron diffraction, providing integrated 
‘near-kinematical’ intensities and, importantly, integrates over any contrast seen within the 
diffraction disk (‘rocking curve’ contrast); such contrast is known to have a deleterious impact on the 
accuracy of strain mapping [5]. Noise is added to the diffraction data accounting for the statistical 
nature of electron arrival and to account for a background noise that represents readout noise of the 
detector. Strain analysis was performed on the SED dataset using both cross-correlation (CC) and 
centre-of-mass (COM) algorithms and the results compared with the strain phantom (ground truth) 
to assess the effect of each parameter on the accuracy of strain mapping. A diagram of the workflow 
is illustrated in Figure 1(a). 
 
Results 
The effect of number of detector pixels, signal to noise ratio (SNR), order of reflection / magnitude of 
g-vector, and probe convergence was investigated. In general, as expected, the higher the number of 
detector pixels, the higher the strain mapping accuracy. This is illustrated in Figure 1(b), where we 
see a significant improvement in the sum of squares of errors in strain mapping between 128 and 
256 detector pixels, while increasing the number of pixels still further is beneficial, in the case studied 
it has diminishing returns. Increasing the order of the reflection, and thus increasing the g-vector 
magnitude will, in general lead to a lower SNR for each disc. For strain mapping it is intuitively the 
case that we would wish to use reflections with high SNR and large g-vector magnitudes (reflections 
of high order). However, lower order reflections tend to have higher SNR and therefore it is 
important to find a balance between SNR and g-vector magnitudes. The effect of beam convergence 
depends on which  peak-finding algorithm is used. It is advantageous to use COM algorithms for 
probes with low convergence, where it is difficult to fit the peak position due to the lack of pixels to 
accurately represent a circle. CC works best for higher convergence angles where the pixelation of 
the detector does not affect the fitting precision. CC also requires lower SNR to work precisely 
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compared to the COM algorithm. The optimised conditions taken from the simulation were used to 
acquire an experimental strain mapping dataset of SiGe quantum wells in a MAG*I*CAL sample using 
CMOS camera (ThermoFisher Ceta) and hybrid pixel direct electron camera (Quantum Detectors 
Merlin) to evaluate the findings from the simulations in an experimental setting, see Figure 1(c). 
 
Conclusions 
We have assessed the accuracy of strain mapping using SED, a 4D-STEM variant, by considering key 
parameters such as the number of detector pixels and the SNR of the reflection used for strain 
mapping. A clear optimum is found that balances the SNR and g-vector magnitude for a strain 
phantom. We find it is advantageous to use a centre of mass algorithm for low convergence probes 
and a cross correlation algorithm for larger convergence probes. Using these findings we were able to 
reconstruct a high fidelity experimental strain map from a SiGe quantum well data set. The authors 
thank the EPSRC for funding under grant numbers EP/V007785/1, and EP/R008779/1. 
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Lithium-ion (LIB) batteries’ technology has evolved rapidly to be on par to the increasing demands of 
the market. The EV (Electric Vehicle) market requires batteries presenting high safety, higher energy 
density and duration. For instances, one of the cathode materials suitable for EV application is NMC 
811, however, its accelerated degradation leads to a short battery life. For the further development 
of EV suited batteries, the understanding of NMC 811 degradation dynamics is crucial. 
For a proper study of the dynamics of (de)lithiation in NMC 811 cathode material, an in-situ analysis 
at the primary particle scale is proposed. The electrochemical liquid TEM analysis configuration [1] 
allows the performance of battery cycling inside the TEM for imaging at different SoC (state of 
charge), inducing less of perturbations during data acquisition and imaging analysis. The information 
obtained could reveal the behavior of lithium inside the crystallographic, as well as other phenomena 
that lead to battery degradation.  
One of the main causes of degradation in NMC 811 is due to the formation of a passivation layer 
during cycling, the CEI (cathode electrolyte interface) [2]. The CEI formation take place during the 
first cycles of the batterie, at the interface between the active material and the electrolyte, organic 
and inorganic compounds (LiF, LiOH, Li2Co3, etc.) are formed, consuming active Li which leads to the 
reduction of the batter capacity and degradation of the electrolyte. The CEI layer is not stable, 
dissolution and reformation of it occurs during each cycle, reducing the batterie life. STEM-EDX and 
4D-STEM microscopy technics can be used to follow the formation of the CEI. 
4D-STEM technique allows us to obtain structural information based on electron diffraction pattern 
collections (50k patterns) with a spatial resolution of 1-2 nm. [3-5]. Using this method, it is possible to 
reconstruct it via pattern matching, a phase mapping of the present inorganic components in a CEI as 
has already being done for ex situ analysis of NMC 811 (figure 1) [2]. Coupling 4D-STEM and STEM-
EDX analysis for different SoC (State of Charge) will allow us to follow the behavior of the CEI layer 
and determine the dynamics behind it. 
The obtained information could lead to the comprehension of the strains present at the primary 
particle level that could eventually lead to the fracture of secondary particles and the degradation of 
the material as reported several times in literature. 
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Background incl. aims 
Every signal acquired by a scanning electron microscope (SEM) originates from a certain interaction 
volume below the surface, making localization of the received information challenging. For 
orientation maps obtained by EBSD, the Kikuchi patterns acquired at the interface between two 
grains contain contributions from both crystals. This impacts the precise localization of the interfaces 
on the generated map and thus, influences the spatial resolution when dealing with objects of a size 
comparable to the interaction volume [1]. For EBSD,  this interaction volume can be hardly reduced, 
as Kikuchi patterns significantly weaken at accelerating voltages of 5kV and lower.  
The same “blending” effects are expected in eCHORD orientation maps obtained using SEM since the 
channeling contrast also arises from a certain interaction volume beneath the sample surface [2, 3]. 
However, at such low accelerating voltages, electron channeling contrast can still be accomplished, 
hence orientation maps with a reduced interaction volume could potentially be obtained via the 
eCHORD approach. 
 
Methods 
When considering the orientation maps obtained using the eCHORD approach [2, 3], the raw data 
comprises of an image series captured by rotating the region of interest (ROI) within the SEM, with 
the sample being tilted at approximately 10-15°. Such an image series constitutes a datacube from 
which intensity profiles can be extracted, one for each beam position on the ROI, representing the 
variation of the backscattered electron (BSE) signal as the sample rotates. Similar to Kikuchi patterns, 
these intensity profiles are also influenced by the respective contributions of two neighbouring 
crystals. To evaluate how this effect affects the eCHORD orientation maps, acquisitions were carried 
out on a copper thin film of 3 µm thickness exhibiting submicronic twins with 80 nm in thickness. The 
acquisition conditions are outlined as follows: 120 images (2048*1536) were captured using a frame 
time of 20.3s per image, at an accelerating voltage of 5kV, with a sample tilt of 15°, and utilizing a 
below-the-lens BSE detector. It is worth noting that an accelerating voltage of 5kV is now a routine 
condition for eCHORD experiments. 
 
Results 
Experimental evidences of a hybridisation effect are presented, showing that the intensity profile at a 
given interface is a blend between the intensity profiles of the two neighbouring grains. In addition to 
the interaction volume, various other factors explaining these hybridisation effects are presented and 
discussed: CHORD geometrical setup, image alignment, denoising, and indexing by pattern matching. 
Numerical simulations were also performed to quantitatively assess the effect of this hybridisation 
on the results of indexing intensity profiles, leading to a proposed adjustment in the indexing 
algorithm for the eCHORD method. This adjustment involves deriving the experimental as well as the 
theoretical profiles of the CHORD database prior to indexation, aiming to limit the effect of 
hybridisation on the final orientation maps. We demonstrate that this new algorithm has beneficial 
effects on indexation quality in general, compensating for differences between simulated and 
experimental profiles.  
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Conclusion 
An effect of hybridization at interfaces has been observed in eCHORD orientation maps, which is 
limited by the adjustment of the indexing algorithm, thus demonstrating its robustness against 
degraded data. 
This work represents an intermediary step in a more comprehensive approach aiming to enhance the 
spatial resolution in orientation maps obtained by eCHORD. This is achieved through the reduction of 
the accelerating voltage, improving the acquisition procedure, and by enhancing the post-treatment 
operations. 
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Background incl. aims 
 
Electron backscatter diffraction (EBSD) is a popular technique for the identification of sample 
morphology, providing information about the crystal orientation and grain boundaries present [1]. 
Although detector technology has significantly improved, analysis times can be long, on the order of 
hours, depending on sample type and size. Additionally, long dwell times are often needed to enable 
sufficient signal to be collected, making the technique unviable for beam sensitive samples.  
 
Recently, compressive sensing techniques have been applied to electron microscopy, wherein low-
dose and fast acquisition methods are enabled through the use of subsampling. To date, subsampling 
has been successfully applied in STEM and FIB-SEM [2-4].  
 
EBSD datasets are 4-dimensional (4-D), meaning multiple applications of subsampling and 
reconstruction are possible. Demonstrated here is the application of probe subsampling in EBSD 
datasets. For reconstruction 2-D, 3-D and 4-D data volumes were investigated.  
 
Methods 
 
A low noise Ni-superalloy dataset consisting of 416 x 512 probe locations was used, with a mask 
applied to simulate 25% subsampling. The reconstruction methods investigated used 2-D, 3-D and 4-
D data volumes to reconstruct the full dataset. 
  
Probe location maps are formed by taking each pixel from the full set of EBSD patterns at a single 
probe location, forming an image similar to a pattern quality map. 2-D reconstruction consists of 
inpainting the probe positions on an image by image basis. In 3-D reconstruction the dataset is 
vectorised. In 4-D reconstruction the data is inpainted in the position it was acquired in.   
 
Results 
 
The results of inpainting the 2-D and 3-D data volumes are shown in Figure 1 (Reconstruction quality 
of 25% sampled EBSD datasets using 2-D or 3-D data volumes for inpainting).  
 
For 2-D inpainting a minor decrease in hit rate is observed, dropping from 99.80% to 99.53%. The 
band contrast map is less defined at grain boundaries than in the fully sampled dataset  and an 
overall smoother map being output with the surface texture being lost.  
 
For 3-D inpainting the hit rate drops to 97.87%. This is evident in the IPF Z map, where significant 
zero solution pixels can be seen around the grain boundaries. By using a 3-D data volume for 
inpainting there is a greater overlap of EBSD patterns between grains which results in a less distinct 
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EBSD pattern being inpainted. Despite this, the band contrast map is slightly sharper than the 2-D 
reconstruction, although some grain boundaries are no longer evident.  
 
Although 4-D reconstruction shows promising results on a heavily cropped dataset (8x10 pixels), the 
memory currently required for this method limits its applicability. Due to this cropping, the datasets 
cannot be indexed in AZtec and hit rate is not recorded. Further work looking into optimising the 
datasets and inpainting parameters may help to improve this.  
 
Conclusion 
 
Pre-indexing reconstruction has been demonstrated. 2-D reconstruction is thus far the most effective 
method, with 3-D reconstruction through probe positions providing valid but slightly lower quality 
reconstructed patterns. Although the output quality of 4-D reconstruction is good it is currently 
unfeasible given the memory requirements.  
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Background incl. aims 
Scanning transmission electron microscopy (STEM) is a powerful tool for studying materials down to 
the atomic scale. Although qualitative STEM imaging offers plentiful information about atom 
locations and identification, quantitative analysis is becoming increasingly valuable for insights into 
composition, atom counting and thickness determination [1]. However, due to the strong dynamical 
scattering in crystals, directly solving the inverse problem from scattered electron intensity in STEM is 
nearly impossible. As a result, STEM imaging simulation is crucial for quantitative STEM analysis. In 
this study, we develop a new multislice algorithm that can be applied to nonorthogonal crystal 
structures, a task generally challenging in conventional multislice simulation [2]. 
Methods 
For nonorthogonal unit cells, such as a triclinic unit cell, we first use an iterative algorithm to find a 
new unit cell. We aim to make the angles between the three new basis vectors as close to 90° as 
possible, while the c-axis keeps along the electron beam direction. The nonorthogonal supercell is 
then divided into a series of tilted slices parallel to the a-b vector plane. The Coloumb potential of the 
crystal is then projected onto the tilted slices based on a nonorthogonal mesh, and a tilted Fresnel 
propagation is performed between subsequent slices. The generated STEM image based on 
nonorthogonal mesh is then re-mapped into conventional format. By using this tilting-slice operation, 
we can effeiciently model the electron dynamical scattering in nonorthogonal structures. 
Results 
We implemented the method in our in-house STEM simulation code and performed high angle 
annular dark field (HAADF) STEM simulations on Gd2B4O9 [0 0 1], as shown in Figure 1. 
Conclusion 
We develop a tilted multislice approach to simulate focused electron beam propagation in 
nonorthogonal structures. This effectively extends quantitative STEM analysis to compound materials 
with more complex structures. 
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Background 
Four-dimensional scanning transmission electron microscopy (4DSTEM) is a powerful diffraction-
based technique to probe local crystallinity, orientation, strain, and many more properties of 
electron-transparent samples [1]. Furthermore, various open source Python packages exist to analyze 
the large amounts of data generated by 4DSTEM, for instance LiberTEM, py4DSTEM, and pyxem. 
4DSTEM can also be employed in scanning electron microscopes (SEMs) for example by placing an 
electron-sensitive pixelated detector (camera) below the sample similar to on-axis transmission 
Kikuchi systems [2-5]. The lower accelerating voltage of SEMs leads to strong scattering even from 
monolayers. 4DSTEM-in-SEM is ideally suited to characterize 2D-like materials due to their inherent 
thickness of a few nms.  
Compared to dedicated (scanning) transmission electron microscopes ((S)TEMs), the large sample 
chamber of SEMs with their various flanges as well as the large area around the sample give enough 
space to integrate cameras and other equipment into the sample chamber without compromising on 
the SEM’s original functionality. The large field of view of SEMs of several mm² combined with their 
resolution in the sub-nm range are ideal to map properties on different length scales. Furthermore, 
using SEMs as a base platform allows for simpler, more easily customizable, and more economical 
experimental setups. On the other hand, the lower accelerating voltage of SEMs require thinner 
samples and the native spatial resolution doesn’t allow STEM-imaging at atomic resolution. 
 
Methods 
We built two transmission diffraction substages that fit between the pole piece and the SEM stage, 
and can be mounted on top of the original SEM stage. One substage utilizes a fiber-coupled 
scintillator-based CMOS camera and the other substage a Medipix 3 hybrid-pixel detector with single 
electron sensitivity (X-Spectrum GmbH, Germany). Both substages with their corresponding cameras 
are shown in Fig. 1 a) and b). The compact 2.5x2.5x1.1cm³ CMOS camera is integrated inside a 
hexapod stage and mounted to a linear stage, enabling us to physically adjust the distance between 
camera and sample (the camera length). The camera length is limited to the distance between the 
sample and the camera because there are no active lenses after the sample. The substages have 
sample holders for standard TEM grids and are kept inside an external vacuum chamber when not 
inserted into the SEM to reduce carbon contamination. 
Hardware synchronization between each camera, the GeminiSEM 500 (Zeiss), our in-house scan 
generator, and the electrostatic beam blanker makes it possible to only expose the sample during a 
camera frame and to utilize the maximum possible frame rate of each camera. The scan generator 
also acquires the signals of the SEM’s secondary electron (SE) detectors during a 4DSTEM scan. We 
integrated all hard- and software in-house, providing full control over the 4DSTEM-in-SEM systems 
allowing us to explore new and existing methods.  
 
Results 
Fig. 1 c) shows maps of the in-plane orientation and the coverage of both components of a 
C60/MoS2 van der Waals heterostructure [5]. The in-plane orientation map of MoS2 obtained by 
gold-mediated exfoliation shown in Fig. 1 d) reveals the single crystallinity of the MoS2 over several 
mm² [5]. The data shown in Figs. 1 c) and d) were obtained using the above-mentioned CMOS 
camera-based system and are exemplary applications of 4DSTEM-in-SEM.  
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Conclusion 
4DSTEM-in-SEM is feasible and adds to the SEM's wide range of applications. The large scan area of 
several mm² and the nm sized spatial resolution of SEMs is ideal to employ 4DSTEM in SEMs to 
characterize low-dimensional materials and thin bulk samples. Furthermore, SEMs are an excellent 
platform for method development due to their simplicity compared to dedicated (S)TEMs, their 
spacious sample chamber, the convenient access to the sample area, and their good imaging 
performance. 
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Background incl. aims 
Four-dimensional scanning transmission electron microscopy (4D STEM) measures 2D reciprocal 
space scattering information from an electron probe laterally shifted across a 2D real space specimen 
area [1]. This high-dimensional dataset allows much richer information to be retrieved than 
conventional STEM, ranging from crystallographic orientation and phase, strain, short and medium 
range ordering, to differential phase contrast (DPC), ptychography as well as other new imaging 
modes. The past decade has particularly witnessed the advance of this technique because of the 
introduction of fast direct electron-counting detectors. These detectors usually run at 1-10 kHz 
continuous readout, which corresponds to 1000-100 μs pixel dwell time in 4D STEM measurements, 
while the conventional STEM usually runs in few μs pixel dwell time. Such a 2-3 order-of-magnitude 
gap in speed would limit the application of the versatile 4D STEM measurements to at least two 
fields, including low-dose atomic-resolution high-contrast imaging of sensitive specimens as well as in 
situ time-resolved studies of dynamic behaviour upon external stimuli.  
Methods 
In order to tackle this challenge, we installed an event-driven CheeTah T3 detector with 2x2 chips (in 
total 512x512 pixels) from Amsterdam Scientific Instruments (ASI) on a monochromated and probe-
corrected Thermo Fisher Scientific Titan STEM for 4D STEM applications. This detector retrieves 
precise timing of scanning line trigger signal from the microscope with the same clock as the electron 
impact events on the detector, which facilitates a reliable assignment of the electron events to each 
scanned pixel. Thanks to its 1.56 ns Time of Arrival resolution, this detector also permits recording 
electron events continuously in an effectively much higher frame rate for 4D STEM. Due to its 
inherent sparse nature, this high-dimensional data can be compressed and computed in real time 
efficiently in the compressed sparse row (CSR) format based on the collaborative development 
between ASI and LiberTEM team [2].  
Results 
4D STEM measurements at effectively MHz frame rate with live image reconstruction has been 
demonstrated based on these developments (see one example in the enclosed figure). This unique 
workflow enables the user to navigate the specimen, adjust focus or astigmatism, and eventually 
visualise sensitive specimens or dynamics without changing between different detectors or optical 
modes. A few application examples will be discussed during this presentation. This includes, but not 
limited to,  
- Fast and low-dose phase-contrast imaging at nanometer to atomic resolution based on integrated 
centre-of-mass imaging, ptychography, and other 4D STEM modes, 
- In situ 4D STEM measurement of both electromagnetic fields and strain/orientation/phase on 
magnetic and semiconductor specimens under tensile loading and unloading conditions, 
- In situ 4D STEM mapping of electron-beam-induced charging on dielectrics and vitrified ice. 
Conclusions 
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Effectively MHz frame rate event-driven detector has been successfully demonstrated for low dose 
and in situ time-resolved 4D STEM characterization. Sparse-array data format was implemented for 
real-time feedback and efficient analysis with compact data size. Versatile applications on low dose 
imaging of sensitive specimens and time-resolved studies of dynamic processes will be presented 
during this contribution. Further improvement and other potential applications for this workflow will 
also be discussed. 
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The technique known as four-dimensional scanning transmission electron microscopy (4D-STEM)1 
has recently emerged as a potent tool for the local characterization of crystalline structures in various 
materials, including cathode materials for lithium-ion batteries and perovskite materials for 
photovoltaics.  
This 4D-STEM data analysis method based on the ACOM system of NanoMegas (Astar)2,3 uses 
pattern matching of a scanning nano-diffraction dataset with libraries of diffraction patterns 
simulated from known structures extracted from CIF files. This method enables to construct 
crystalline phase and orientation maps to determine crystallinity4,5, microstructures6, structural 
deformation7, and grain boundaries8 using scanning nano-diffraction with precession mode in a 
nanometer resolution9,10. However, the utilization of new detectors specifically designed for 
electron diffraction patterns and other advanced techniques necessitates the continuous adaptation 
of methodologies to address the challenges associated with crystalline materials.  
 
The goal of the data preparation methods proposed here is to improve the quality of Astar pattern-
matching using a dataset of diffraction patterns acquired with a CMOS Oneview camera. The high 
sensitivity of the CMOS camera and the data filtering developed here modify the diffraction images 
leading to a compromise between improving image quality and optimizing template-matching 
results11.  
 
 
Our strategy employs a data reduction technique that utilizes registration methods to identify 
electron diffraction spots within patterns. By doing so, we are able to filter and capture the 
diffraction signal and subsequently reconstruct the patterns. These reconstructed patterns are then 
inputted into the Astar suite pattern-matching software. This process allows us to record the 
essential information of each reflection in a dataset, including intensity, size, and position, with a 
high level of accuracy (sub-pixelar) for the position, typically on the order of 10-3px. Additionally, this 
technique achieves a significant reduction in data size, typically by a factor of 103. This means that 
the essential information of the diffraction pattern is stored on a disk with 100 to 1000 times less 
space required. The adaptative nature of this method not only reduces noise and compresses 
nanodiffraction scanning data for ACOM and strain mapping analysis but also extends its applicability 
to other techniques such as 3D electron diffraction (3DED). 
 
To evaluate our approach, we employ dedicated metrics that clearly demonstrate a substantial 
improvement in phase recognition. Our results indicate that this data preparation method not only 
enhances the quality of the resulting image but also boosts confidence levels in the analysis of crystal 
orientation and phase determination outcomes. Furthermore, it helps mitigate the potential impact 
of user bias that may arise when manipulating parameters during the application of this method. 
 
Firstly, modifications on inside diffraction patterns are estimated through image quality metrics such 
as peak signal-over-noise (PSNR), structural similarity index measure (SSIM), and root-mean-square 
error (RMSE). Secondly, the quality of the pattern-matching process on filtered and reconstructed 
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images obtained by the proposed experimental data preparation method is evaluated using index 
and orientation reliability, as defined in the Astar software. We demonstrate that the experimental 
data preparation helps to improve the pattern-matching quality result, as it reduces noise overfitting, 
improves structural similarity index measure, and increases the orientation reliability. 
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The application of full pattern matching-based forward modelling indexing techniques of EBSD and 
transmission EBSD patterns has shown significant improvements over conventional indexing methods 
that are based on the detection of individual bands in the EBSD patterns [1,2]. Forward modelling 
provides superior robustness on poor quality patterns, improved orientation precision, and can 
resolve common indexing challenges including pseudo-symmetry, non-centrosymmetric point groups 
(polarity), and overlapping patterns. Furthermore, new GPU implementations of spherical harmonic 
indexing and real space orientation refinement can both achieve speeds of thousands of patterns per 
second on modest hardware making its application accessible for routine EBSD analyses. 
A remaining challenge for these indexing methods, both dictionary indexing and spherical indexing, is 
that they rely on detailed knowledge of the crystal structure of the phase(s) that are being indexed. 
The dynamic simulations that are the basis of the forward-model indexing methods are critically 
dependent on the crystal symmetry, atomic positions, occupancy, and electron scattering 
parameters. This is especially important in more complex phases such as solid solutions, intermetallic 
phases, and minerals. In many cases this detailed information is not available. 
Alternative master patterns that do not require the same detailed knowledge of the crystal structure 
can be created using a kinematical model or using actual EBSD patterns. For these methods the 
information that is already available in the more basic EBSD structure files that are used for Hough 
transform-based indexing is sufficient. With the lattice parameters, the point group symmetry, a list 
of expected reflectors or bands, and the relative intensity of the bands in the EBSD patterns a 
kinematic spherical intensity model can be constructed. Alternatively, Kikuchi spheres may be 
created using actual EBSD patterns, provided that their phase and orientation is known by 
conventional EBSD indexing [3]. These spheres can then be applied as experimental master patterns 
for spherical indexing. 
The advantage of using the experimental master patterns is that the required calculation time is less 
than 1 minute while dynamic simulations may take multiple hours to generate. Experimental 
patterns will also exhibit the same contrast range as the experimental patterns which may change 
with specific pattern image processing methods. With a closer match between the experimental 
patterns and the master pattern, improved indexing results may be expected. In this presentation the 
requirements for successful generation of master pattern simulations for pattern matching will be 
discussed together with application examples.  
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The irregular arrangements of the vacancies, interstitials or impurities on the lattice sites in a crystal 
structure can cause diffuse scattering in diffraction patterns, causing deviation from Bragg diffraction 
spots. Such diffuse scattering features can be utilized and back-calculated to explore the 
arrangements of defects within the structure. The Prussian blue analogues (PBAs) are composed of 
two transition metals coordinated with cyanide ligands, resulting in a specific porous structure with 
diverse applications such as electrochemical catalysis, ion transportation, and gas absorption. Some 
researcher elucidated the vacancy networks in series of PBAs using single-crystal synchrotron 
diffraction. However, above mentioned techniques require large single-crystals (>500 um), which is 
not suitable for some groups of PBAs.  
Here, contributed by high spatial-resolution, transmission electron microscope was applied. We focus 
on the vacancies ordering in Cu[Co(CN)6] PBAs nanoparticles, which is hard to collecting single crystal 
x-ray or synchrotron data. Additionally, the presence of cyanide ligands and zeolitic water inside 
structure makes PBAs can be easily damaged by electron beam within seconds, which hindering 
structural study using 3D electron diffraction. To address these challenges, the serial electron 
diffraction (serialED) was introduced to capture single-frame exposure electron diffraction for 
thousands of nanocrystals. Following by clustering and indexing, the diffuse scattering patterns were 
analysed from serval main zone-axis diffraction patterns. The diffuse scattering features from HK0 
slice closely resembled those reported in the literature obtained by synchrotron methods, confirming 
the consistency and reliability of our method. The delta pair-distribution function also provides 
insights into the structural ordering in PBAs.  
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Oyster shells are biocomposites consisting of calcium carbonate crystals with a percentage of organic 
matrix. The organic fraction in these shells plays a crucial role in stress distribution control, leading to 
a hierarchical structure with high self-organization and low internal energy. This microstructure, with 
its unique combination of high strength and fracture toughness, holds significant potential for the 
development of advanced biomimetic materials.  
We studied two specimens from the order Ostreida, Pinna nobilis Linnaeus, 1758 (Mollusca, Ostreida, 
Pinnidae), which comes from the Mediterranean Sea, and Pteria penguin Röding, 1798 (Mollusca, 
Ostreida, Pterioidea) collected in Lapu Lapu, Cebu, Philippines. The electron backscatter diffraction 
(EBSD) technique was used to study the crystallographic relations observed between prisms in a 
columnar calcite prismatic (CCP) layer. EBSD analysis was performed using a FEI Versa 3D FEG 
scanning electron microscope (SEM) equipped with an Oxford Instruments Symmetry S2 CMOS-based 
EBSD detector. EBSD data were collected using Aztec 6.1 software from the polished cross-section. 
The system was operated in low vacuum (LV-SEM) mode at a pressure of 40 Pa and an accelerating 
voltage of 15 kV. 
The obliquely oriented calcite prismatic grains to the predicted load's direction are observed in P. 
nobilis. EBSD results show that strictly defined low-energy boundaries, i.e. rotation angles, are 
preferred. The disorientation described by the 60° rotation about the c-axis is mainly observed. Two 
symmetrically equivalent orientation relationships correspond to it, and one of them is observed in 
this case. The twin boundary (0 1 -1 0) is present, positioned perpendicular to the growth line, 
enabling the prisms to curve. The other preferred disorientations are also generated by twin 
relationships, with mirror planes characterized by higher indices: (1 -5 4 0) for 38° and (4 7 -11 0) for 
18°. These new, previously unknown orientation relationships are common in P. nobilis shells. The 
shell is ornamented with radial ribs that strengthen it while giving it the flexibility needed to tighten 
its seal against predators. The growth lines become flatter in the area outside the ribs with the shell 
thickening, which affects the change in the direction of the c-axis, which becomes more parallel to 
the normal direction (ND). Such a microstructure improves hardness and compressive strength, 
which reaches an outstanding value of 700 MPa. In the case of P. penguin, EBSD was combined with 
theoretical boundary energy analysis using the Gautam-Howe method, which revealed that prisms as 
basic structural units show good mutual fitting and a sequence of twins arising within them is used to 
relax internal stresses. Consequently, a low-energy structure with an exceptionally high compressive 
strength of 600 MPa is achieved. 
 
1. K. Nalepka et al. Ribs of Pinna nobilis shell induce unexpected microstructural changes that provide 
unique mechanical properties, Materials Science and Engineering: A (2022) 829, 142163  
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Background incl. aims 
Zeolitic Imidazolate Frameworks (ZIFs) become a more and more important sub-family of Metal-
organic Frameworks (MOFs). ZIF-4 is one of the prototypical structures among ZIFs, which possesses 
the basic components of M(im)² (M = Co²+/Zn²+ and im = imidazolate). Exclusive investigations have 
been applied on ZIF-4 such as mechanical properties¹ and thermal behaviors², however its 
conductivity is still missing.  
Methods 
7,7,8,8-tetracyanoquinododimethane (TCNQ) forms stable radical anions upon reduction, which can 
serve as an electron acceptor during the charge mobility.³ Meanwhile, the transition metals, 
especially Co²+ are expected to donate electrons (i.e. to form Co³+). The incorporation of TCNQ in the 
pores of ZIF-4 is expected to build up the pathway between the electron donor and acceptor to 
realize the mechanism of hoping transport⁴. A facial solvothermal method⁵ was adopted to dope 
TCNQ@ZIF-4.  
Results and Conclusion 
Electron diffraction is revealing that the TCNQ has been successfully incorporated in the pores of 
frameworks. Further fine structures around the pore area urgently need to be resolved. 
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Background incl. aims 
Introduced in 2011, Transmission Kikuchi Diffraction (TKD) overcame the challenge in characterizing 
isolated nanoparticles or ultrafine grains in thin film structure, which was a limiting factor in electron 
backscattered diffraction (EBSD) due to the small interaction volume and insufficient scatterings [1]. 
Traditionally, TKD relies on indexing the Kikuchi patterns of the forward-scattered electrons from an 
electron transparent sample, and it can be performed using a standard EBSD detector in either an 
off-axis or on-axis configuration with a spatial resolution down to a few nm in on-axis configuration 
[2]. However, the formation of Kikuchi pattern requires sufficient sample thickness, meaning very 
thin (e.g. 2D materials) or very light (e.g. organic) materials cannot be investigated via the traditional 
TKD method in SEM. Hence, a different approach has been developed recently to acquire and analyze 
the spot diffraction pattern in transmission mode in SEM  instead, and it has successfully been used 
to index 2D materials such as graphene at nm resolution across mm range [3]. Since both spot 
patterns and Kikuchi patterns have been individually indexed in SEM, the natural next-step is to 
combine the two techniques so that the on-axis TKD configuration can be applied to a wider range of 
sample thickness. However, when acquiring both spot and Kikuchi patterns, the intense direct beam 
often drowns out the spot patterns, and the drastic difference in intensity between the spots and 
Kikuchi patterns (up to 10^3) makes the detection of both patterns with a conventional CCD detector 
challenging. Here we present our methods for acquiring both patterns without detector saturation 
and highlight the advantage by simultaneously indexing spot and Kikuchi patterns in a multi-layered 
Au thin film structure. 
 
Methods 
Two methods have been experimented to address the intensity issue: (1) By applying a filter to the 
CCD detector screen, the intensity near the optical axis can be reduced hence revealing the geometry 
of the spot patterns. (2) By acquiring diffraction patterns at different exposure time at each scanned 
location and combining/stacking the patterns via image fusion algorithm, the dynamic range can be 
greatly increased and both Kikuchi and spot patterns can be revealed.  
 
Results 
We will illustrate the simultaneous acquisition spot and Kikuchi patterns using both methodologies 
and provide a comprehensive analysis of their respective advantages and disadvantages on single 
and multi-layered thin film with various thicknesses. Finally, we will introduce and evaluate the two 
approaches for obtaining orientation mapping with both spot and Kikuchi diffraction patterns, as well 
as discussing their strengths and limitations concerning accuracy, throughput, and computation 
power requirement.  
 
Conclusion 
Both CCD detector filtering and multi-exposure image acquisition are valid strategies to acquire both 
spot and Kikuchi patterns without detector saturation in on-axis TKD configuration. The simultaneous 
indexing of both spot and Kikuchi patterns makes up for the thickness limitation of the individual 
spot/Kikuchi pattern indexing, and expands the range of samples investigated with a single 
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technique. With this approach, we aim to expand TKD from an exit-surface characterization 
technique into a volume information extraction technique with the diffraction information of both 
spot and Kikuchi signals.  
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Background incl. aims 
Perovskites (ABX₃) and perovskite-related compounds are some of the most chemically diverse 
crystal structures with many possible substitutions at A and/or B sites, as demonstrated in oxide 
systems [1,2]. These materials can be produced using facile processing techniques and yield high 
performance devices, although they are characterized by large compositional and structural 
heterogeneities at multiple length scales. Even small structural changes can be induced by strain 
engineering and open a way to enabling new or deliberately modified material properties. XRD 
structure refinement requires great effort, especially in the case of accurate characterization of small 
structural distortions, oxygen positions, and octahedral rotations. Additionally, the contribution of 
several oriented domains makes structure refinement more complex. 
Methods 
3D electron diffraction (3D ED) technique [3,4], which may or may not be coupled with precession 
electron diffraction, allows not only to determine an average structural model, but also to refine it 
with good accuracy. Moreover, tracking methods, which have been developed in our group [5], can 
significantly improve the diffraction intensities and overall detailed structure description. They also 
provide support in answering questions about structural details. 
Results 
In the present work, we perform  structure analysis of perovskites to demonstrate its improvement 
by dedicated data acquisition routines. By implementing dynamic theory in the refinement, 3D 
analysis of region of interest in the range of tens of nm and accounting for precession motion, it is 
possible to obtain reliable and accurate refinement of perovskite structures. Taking into account the 
selective contribution of differently oriented grains allows for a more accurate description of the 
structure. 
Conclusions 
Implementing the dedicated data acquisition strategy and improving the diffraction pattern analysis, 
pave the way for a new routine characterization of structure details in complex perovskite materials. 
This places 3D electron diffraction even closer to complementary scanning transmission electron 
microscopy (STEM) and convergent beam electron diffraction (CBED) techniques, which are usually a 
choice to map octahedral tilts or atomic vacancies at grain boundaries.  
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Background 
To achieve higher resolution in TEM, a Cs corrector is typically employed as a hardware solution. 
Alternatively, software processing techniques like Maximum-likelihood (MAL), Exit-wave function 
reconstruction (EWFR), Iterative wave-function reconstruction (IWFR), and Phase extension offer an 
affordable solution without requiring expensive hardware. However, these methods necessitate 
acquiring multiple HREM images (3-20) for processing. HVEMs are beneficial for HREM due to their 
deeper sample penetration and reduced dynamical effects. PED further minimizes dynamical effects, 
enabling high-resolution diffraction data even for thicker samples analyzed with lower-voltage TEMs. 
This study employed a combined approach of HVEM, PED, and phase extension to achieve sub-
Ångstrom resolution imaging of Si single crystal samples. Additionally, we conducted a comparative 
analysis of the results with those obtained using a conventional TEM equipped with a 
monochromator and a Cs corrector. 
Methods 
A Si single crystal was prepared using ion thinning and employed as a test specimen for high-
resolution electron microscopy (HREM). High-resolution electron microscopy (HREM) imaging of the 
Si [211] zone axis was performed using a high-voltage electron microscope (HVEM). The high-
resolution images used for comparative analysis were obtained using a conventional TEM equipped 
with a monochromator and a Cs corrector at an accelerating voltage of 200kV.  An energy-filtered 
precession electron diffraction (EF-PED) pattern was obtained using an energy-filtered TEM equipped 
with a precession unit. The specimen thickness was estimated using the log-ratio method and 
information from the low-loss spectra. Image processing of the HREM data involved background 
noise reduction and phase extension using a combination of software programs (Digital Micrograph, 
CRISP, HREM filters, and VEC). 
Results 
A high-resolution (HR) image of the Si [211] projection with an atomic resolution of 1.2 Å was 
obtained using a high-voltage electron microscope (HVEM). Additionally, a precession electron 
diffraction (PED) pattern satisfying the quasi-kinematical condition was acquired with an enhanced 
spatial resolution of 0.63 Å using a beam precession system. By applying the phase extension 
technique to these combined data, Si atomic columns with an atomic spacing of 0.78 Å in the Si [211] 
projection were successfully resolved. 
Conclusion 
The HVEM and PED combination method has demonstrated its potential to achieve high resolution 
even in thick samples by leveraging HVEM's high penetration power and PED's ability to minimize 
dynamical effects. By employing this technique, the reduction in resolution caused by sample 
thickness in high-resolution imaging analysis using Cs-corrector can be partially compensated, which 
is expected to significantly aid in the accurate analysis and understanding of the structure and 
properties of nano-crystals. 
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Background incl. aims 
Charge modulations induced by structural, compositional and electronic variation in a solid can be 
investigated using various analytical techniques, including scanning tunnelling 
microscopy/spectroscopy, Raman spectroscopy, and recently available four-dimensional scanning 
transmission electron microscopy (4D-STEM), depending on the nature of the modulation. We 
explore the interplay between charge density modulation and structural distortion in nanoscale 
moiré structures, MgZn₂ nanoprecipitates imbedded in Al matrix using 4D-STEM.  
Methods 
A series of diffraction patterns by 4D-STEM offers a wide range of information, which includes local 
electric fields and charge density, in addition to atomic configurations. We integrated intensities at 
different scattering angles and directions to extract various types of images. Template matching was 
employed to the real space, depth-sectioned STEM images to locate the accurate atomic positions, 
which facilitated the mapping of local strain distributions within the imbedded nanostructures. 
Density functional theory (DFT) calculations are performed to find the origin of the charge 
modulation and multislice simulations are further employed to compare the experimental results 
with the theoretical prediction.  
Results 
We present center of mass (COM) images derived from the in-plane diffraction patterns of the 
MgZn2/Al heterostructure. Interestingly, the images clearly reveal charge density modulations which 
are highly dependent on the depth of the probe position in the specimen. Moreover, strain mapping 
within the Al matrix is intricately linked to charge modulation, suggesting the potential influence of 
structural distortion on the charge modulation. The periodicity and the location of the modulation 
are further analyzed to determine the correlation with the moiré supercell structures.  
Conclusions 
A series of multislice simulations generated numerous COM images, encompassing single atoms to 
stacks of multi-layers, at different probe depths. We propose that the primary contribution to the 
modulated charge distribution originates predominantly from the interface area between the 
MgZn₂/Al heterostructure. Furthermore, we demonstrate how manipulation of COM images provides 
more detailed insights into the structural and compositional variations within materials. 
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Background incl. Aims  
Steel has wide variety of grades and properties and not every type of steel applicable for all 
applications. Due to that reason, correct type of steel needs to be selected for a specific application. 
For example, for the petroleum and natural gas pipeline applications where pressurized fluid is 
transported for long distances, American Petroleum Institute (API) X70, X80 or X100 steels are used 
due to their properties such as high strength, fracture toughness, weldability, corrosion resistance 
and deformability. API steels are ferritic steels and to obtain the desired properties like high strength, 
this type of steels is micro alloyed with elements such as Nb, Ti and V with precipitation hardening. 
Properties of API steels, are modified by the thermo-mechanical rolling by tailoring the 
microstructure, in addition to the micro alloying. During production and rolling processes several 
precipitates with different compositions can be formed. Therefore, it is important to determine 
which precipitate is present in the produced steels, because mechanical properties of material may 
change with the type of the precipitate. This study aims the characterization of precipitate particle 
found in the petroleum steel by both conventional and novel precession electron diffraction methods 
in order to confirm which phase is formed during production. 
 
Methods 
In this study, thermomechanically rolled API-X70 steel sample was used. Samples are characterized 
by conventional TEM and STEM imaging techniques and in addition Precession Electron Diffraction 
(PED) technique is applied to characterize present phases as well as orientation relationship between 
the different phases. TEM sample was prepared with conventional mechanical thinning followed by 
an Ar-ion beam milling. Electron transparent sample is examined by using 200 keV field emission TEM 
(JEOL-JEM2100F) equipped with STEM high angle annular dark field (HAADF) detector (Fischione-
Model 3000) and energy dispersive X-ray (EDX) spectrometer (JEOL-JED2300T). The TEM phase and 
orientation mapping results are obtained with nano sized probe (at NBD alpha 5 and 0.5 nm spot 
size) that is scanned in a user specified area over the sample up to 0.7° of precession angle and 
obtained diffraction patterns are analyzed with ASTAR™ V2 via template matching algorithm. 
 
Results 
Microstructure of the samples were investigated by the TEM and STEM imaging methods and these 
images revealed that steel matrix contains high atomic number element containing precipitate 
particles according to its contrast with respect to matrix. The sizes of the precipitate particles were 
ranging from 20 to 80 nm. Chemical composition of the precipitates was tried to be analyzed with 
EDX, however due to the thickness of the sample, x-ray signals were collected both from precipitate 
and over or underlaying matrix phase. Because of that reason exact chemical composition cannot be 
differentiated from the elements present in the matrix. In order to determine the type of the 
precipitate, phase identification was done by using the precession electron diffraction method by 
using the crystal structure differences between candidate precipitate phases. For this purpose, phase 
identification was conducted with calculation and template matching of diffraction patterns of all the 
possible precipitate phases with experimental diffraction patterns. With this method, phase 
identification with high reliability was conducted with the additional X-ray spectrum obtained from 
the precipitate particle.  
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Conclusions 
In this study, precipitate particle present in the API-X70 steel was successfully identified by using 
different TEM/STEM techniques, which cannot be identified by the EBSD due to the size of the 
precipitates. For the identification of the both X-ray spectrum as well as phase maps, obtained by the 
precession electron diffraction method, were used as a complimentary technique to each other in 
order to eliminate limitations of these methods.       
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Introduction 
Under certain alloying conditions, quasicrystals have been demonstrated to appear as nano-
precipitates in aluminium alloys [1]. In addition to these exotic structures, crystalline approximant 
phases with similar compositions may appear in the very same systems. The approximants 
accommodate local icosahedral coordination, giving rise to pseudo-fivefold symmetric diffraction 
patterns when viewed along given irrational crystal directions [2]. In principle, the distinction 
between quasicrystalline and approximant diffraction patterns is sharply defined. However, in 
dealing with experimental data – especially from nano-sized precipitates – the difference is not 
necessarily obvious. In the following, we utilize scanning precession electron diffraction (SPED) in 
mapping out fivefold and pseudo-fivefold symmetries in selected material systems and discuss the 
designation of quasicrystalline precipitates based on diffraction data alone.  
Methods 
Four model systems were selected for the investigations: A powder of quasicrystalline AlCuFe, a 
modified 6082 aluminium alloy containing dispersoids of the α-AlFeSi approximant phase, an 
AlMgCuAg alloy, and a sample of this same alloy which was rapidly solidified though melt-spinning. A 
JEOL JEM-2100F transmission electron microscope equipped with a NanoMegas precession system 
and a Quantum detectors Merlin direct electron detector was used in the acquisition of the 
diffraction data. Data analysis was carried out using the PyXem python library [3]. 
Results and discussion 
The quasicrystalline AlCuFe powder contained particles with large grains with a seeming lack of 
defects, producing dense fivefold symmetric diffraction patterns. The melt-spun AlMgCuAg was 
found to contain ~100 nm sized quasicrystalline particles, without any immediately obvious 
orientation relationships to the Al matrix. Diffraction patterns obtained from these particles were 
less dense than those from the large-grained AlCuFe sample, although a diffraction tilt-series 
confirmed their quasicrystallinity. Several different phases were present in the heat treated 
AlMgCuAg samples, some of which exhibited approximate fivefold rotation symmetries. The particles 
in question were sparsely distributed in the sample, and ~5 nm in diameter. 
 
Figure 1 (a) shows a precession electron diffraction (PED) pattern obtained through SPED from a 
particle of interest in the heat treated AlMgCuAg alloy. The diffraction pattern exhibits approximate 
fivefold rotational symmetry, and sets of reflections fall onto rings with relative spacings which are 
roughly multiples of the golden mean τ=(1+√5)/2. The same diffraction pattern is shown in (b), 
represented in polar coordinates. Here, the first-order ring is clearly discernible. 
 
Figures 1 (c) and (d ) show electron diffraction patterns from particles found in the melt-spun 
AlMgCuAg sample and quasicrystalline AlCuFe particles, respectively. Both patterns exhibit a striking 
tenfold rotational symmetry, though it is noted that the patterns obtained from the – comparatively 
small – particles  present in the melt-spun AlMgCuAg are considerably less dense than those acquired 
from the large-grained quasicrystalline AlCuFe powder. 
 
The classification of presumably quasicrystalline nano-precipitates in aluminium solely by 
employment of (S)PED is non-trivial. However, we were able to designate these small particles as 
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quasicrystals up to some tolerance. SPED allows for simultaneously sufficient spatial resolution and 
field of view to record the sparsely distributed ~5 nm precipitates in the AlCuMgAg sample and show 
that they are essentially quasicrystalline. Especially, as may be seen in Figure 1 (a), the 
quasicrystallinity of these particles dominate in the low-resolution domain of the diffraction pattern, 
hinting at long-range icosahedral ordering. 
 
Complementary diffraction techniques, such as combining SPED with rotation electron diffraction, 
may help to further improve the accuracy of quasicrystal identification in complex sample systems. 
As such, it is possible to envision a fast and accurate routine for the mapping of quasicrystalline 
precipitates over relatively large projected regions – greatly aiding the study of the nucleation and 
growth of these exotic phases in metallic matrices. 
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Ultrafast electron diffraction (UED) facilitates the time-resolved investigation of structural dynamics 
on an ultrafast timescale. In a UED experiment, a pump laser pulse triggers electronic and structural 
dynamics inside an investigated sample, which is diffractively probed by an ultrashort electron pulse 
at a variable time delay. Repeating the experiment with different time delays between the laser 
excitation and electron probing allows for a tracing of the dynamics with femtosecond resolution [1].  
The performance of a UED instrument is largely determined by the electron source. Current 
dedicated setups are predominantly employing planar photocathodes [1]. In this contribution, we 
present a newly developed ultrafast electron diffraction setup based on a high-coherence electron 
microscope gun using a nanotip photoemitter [2]. Due to the small emission area of the tip, the 
electron source generates a low-emittance and high-peak-brightness photoelectron beam for 
ultrafast microbeam diffraction. 
The setup is based on a ZrO/W(100) Schottky-type field emitter, as shown in graphic a). We trigger 
photoemission from the emitter’s front facet by illumination with femtosecond laser pulses (515 nm 
center wavelength, duration about 200 fs) generated at a maximum 610 kHz repetition rate. The 
electron pulses are accelerated to a kinetic energy of 15 keV into the sample chamber hosting the 
sample mounted on a 3-axis manipulator. The diffraction pattern is recorded by a phosphor-screen 
microchannel-plate assembly and a CMOS camera. For quantitative beam characterization, we use a 
Faraday cup with fA-resolution and a knife-edge at the sample position to measure the beam current 
and emittance, respectively. By a measurement of the transient electric field effect, we characterize 
the temporal overlap at the sample plane and the overall current-dependent time resolution of the 
instrument [3]. To demonstrate high spatio-temporal UED performance, we carry out ultrafast 
microdiffraction on a free-standing 1T-tantalum disulfide film (1T-TaS₂). 
The emitter operates in the linear photoemission regime with approximately one electron per pulse 
at the typical laser powers applied in the experiment. Using knife-edge scans, we determine a root-
mean-squared (rms) beam size at the sample of 2.54(8) µm and an rms divergence of 0.27(1) mrad, 
leading to an energy-normalized emittance of 167(7) nm mrad. Measurements of the transient 
electric field effect yield upper limits to the full-width-at-half-maximum (FWHM) electron pulse 
duration of 1.02(3) ps and 2.10(3) ps for photoemission fluences of 0.05 mJ/cm² and 0.24 mJ/cm², 
respectively. The difference in pulse duration follows from increased stochastic and space charge 
broadening for higher pulse charges. 
The small electron beam diameter at the sample position allows us to acquire a scanning electron 
diffraction dataset of a free-standing 1T-TaS₂ film. Using this 4D-Dataset (x, y, kx, ky), we can map the 
intensities of a selected diffraction spot in real-space as shown for the (01) spot in graphic b). We 
attribute the local maxima in the real-space image to a wrinkled structure of the flake. 1T-TaS₂ is 
subject to a charge-density-wave phase (CDW) accompanied with a periodic lattice distortion. At 
room temperature, the CDW structure is nearly commensurate (NC) to the underlying lattice (locally 
commensurate with a nearly regular array of discommensurations). However, upon heating above 
353 K, the CDW becomes incommensurate (IC) to the underlying lattice with wave vectors aligned to 
the host lattice. This structural phase transition can be laser-driven, which was extensively studied in 
the past, allowing us to use it as a benchmark UED experiment for our setup [4,5]. We observe the 
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NC-IC phase transition in 1T-TaS₂ with an intensity decrease of the NC diffraction spots and a rise of 
IC spot intensities after laser pumping, as plotted in graphic c). We measure the reduction in NC peak 
intensity with a FWHM time resolution of 1.09(7) ps. Combining the emittance, beam current, and 
pulse length, we can calculate a peak brightness of 3.0(3)×10¹¹ A/m²/sr for our electron gun. 
We developed an ultrafast electron microdiffraction setup with enhanced spatial and momentum 
resolution at an energy of 15 keV. The low-emittance source allows us to conduct high-resolution 
spatial scans of crystalline samples and carry out time-resolved studies of the dynamics in 
inhomogeneous structures and for small sample dimensions. Furthermore, the setup is ideally suited 
for in-situ measurements under ultrahigh vacuum and/or cryogenic conditions. 
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Background incl. aims 
With the rapid development of modern information technology, the novel approaches for storing 
and processing large volumes of data are being developed, from general concepts such as memory in 
computing, multi-level storage and neuromorphic computing to specific techniques such as new 
designs of circuits and storage devices. Different electronic devices are under development, such as 
magnetoresistive random access memory, resistive random access memory, phase change memory 
(PCM) and ferroelectric memory. PCMs that are based on chalcogenide materials are promising 
choices for data storage because phase transitions between amorphous and crystalline phases are 
quick and efficient. Such phase transitions result in changes between high and low resistance states, 
which correspond to “0” and “1” logic levels in data storage, respectively. They are also promising for 
realizing multi-level storage. However, the resistance of the amorphous phase in a PCM cell can drift 
over time. It is important to determine the underlying mechanism of resistance drift and to develop 
methods that can be used to differentiate between local crystalline and amorphous phases 
efficiently. 4-dimensional scanning transmission electron microscopy (4D STEM) enables structural 
identification at nm resolution. In this project, new analysis methods based on 4D STEM are applied 
to phase identification in phase change materials. 
Methods 
With the help of a fast pixelated detector (EMPAD), full 4D STEM datasets of diffraction patterns 
were collected as the electron beam was scanned across areas of interest. Approaches based on 
fluctuation electron microscopy (FEM) and radial Fourier analysis (RFA) were applied to analyse the 
datasets to create radial spectra from the diffraction patterns. Multivariate statistical analysis based 
on principal component analysis and non-negative matrix factorization was used to distinguish 
between different phases in the PCM materials, allowing the creation of maps showing the 
distribution of amorphous and crystalline phases. 
Results 
The approach was applied to study crystalline nanomaterials on amorphous layers to differentiate 
between different phases. First, test samples were studied to find optimal experimental parameters. 
The developed method was then applied to the PCM material Ge2Sb2Te5 (GST).  Crystalline clusters 
in the amorphous GST layer could be distinguished using both FEM and RFA based methods. The two 
methods were compared with each other. RFA was found to have better robustness to noise.  
Conclusions 
We have developed a method that can be used to differentiate between amorphous and crystalline 
phases in PCM materials by combining 4D STEM with FEM and RFA. Both FEM and RFA could 
distinguish successfully between amorphous and crystalline phases. However, RFA was more robust 
to noise than FEM. The two methods are complementary and can be used alongside each other to 
study unknown phase change materials, ultimately during switching. 
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Semiconductors have a significant impact on our lives due to their role in the fabrication of electrical 
devices. The sensitivity of its conductivity to temperature, illumination, magnetic field, and minute 
amount of impurity atoms make semiconductors one of the most important materials for electronic 
applications. It is important to study defects since it can significantly alter the electrical properties of 
a semiconductor. Microscopic lattice defects such as point defects, dislocations induce local 
electronic density of state changes and distort the surrounding lattice structure. The effect these 
interruptions of the crystal lattice have on the scattering of photons or charged particles such as 
electrons can be used to study the defect.  
The effect of static atomic displacements associated with misfitting boron atoms in silicon (B-Si) has 
previously been studied using high angle annular dark-field (HAADF) imaging by Perovic et al (1). It 
was found that the HAADF contrast of the boron doped silicon (B-Si) layer is brighter than elemental 
silicon (Si), despite the decrease in atomic number. This could be due to static atomic displacements 
arising solely from the displacement of Si atoms from their equilibrium lattice sites adjacent to 
substitutional boron atoms (2). This type of contrast is called Huang scattering contrast. In addition, 
high concentrations of boron can also modify the phonon properties of the material (3), which affects 
the thermal diffuse scattering (TDS). Perovic et al. (1) had attributed the anomalous HAADF contrast 
to TDS, although the effects of Huang scattering were not considered. 
We have used transmission electron microscopy (TEM) to analyse strain around point defects in 
silicon highly doped with boron, i.e., degenerate doping (B-Si).  Fig 1 shows selected area diffraction 
patterns (SADPs) of elemental Si and B-Si from [100] and [110] zone-axis orientations obtained at 
room temperature. For [100] Si (Fig 1a) there is streaking arising from (largely acoustic) phonon 
scattering along [010] and [001] crystallographic directions around the Bragg reflections. The halo 
ring pattern around the unscattered beam is thought to be due to FIB specimen preparation 
artefacts. For [100] B-Si (Fig 1b), the streaking is reduced, which could be due to the smaller thickness 
of this sample. However, diffuse scattering in the form of a cross-shaped pattern between the 
unscattered and 040 Bragg beams is evident (dashed lines in Fig 2b). The diffuse scattering is not 
observed for elemental Si, suggesting modification of phonons due to boron doping. This is also 
consistent with our Raman results, which shows significant peak broadening upon degenerate 
doping. It should be noted that anomalous low angle scattering due to boron was not observed in 
other zone-axis orientations, such as [110] (Figs. 1c and 1d).  
Radial intensity profiles from Si and B-Si are obtained from the [100] and [110] zone-axis diffraction 
patterns (Fig 2). The total intensity has been normalised for a direct comparison. For [100] the (t/�) 
specimen thickness ratio, measured using electron energy loss spectroscopy, was 0.75 for B-Si and 
1.01 for Si.  Therefore, at high scattering angles the intensity for Si should be higher than B-Si due to 
the larger atomic number (Z) and specimen thickness. However, the opposite trend is observed (Fig 
2a), which is also consistent with the previous results of Perovic et al. [1]. The anomalous high angle 
scattering is also observed for [110], although its effects is smaller (Fig 2b; the (t/�) ratio for the two 
samples were similar, i.e., 0.71 for B-Si and 0.67 for Si).  
The diffraction intensity at high scattering angles is due to localised scattering, and therefore we 
expect the intensity to be dominated by Huang scattering from the boron point defect atoms. On the 
other hand, the diffuse scattering in the zero order Laue zone pattern is likely to be dominated by 
phonons, and here we find evidence of changes in the phonon configuration due to boron doping.  
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We acquired diffraction data of B-Si under liquid nitrogen cooling, which suppresses TDS but not 
Huang scattering, to investigate if the diffraction intensity at high scattering angles is solely due to 
Huang scattering, as boron doping in silicon induces local vibrational modes above the optical mode 
frequency of 16 THZ (4). Fig 3 illustrates the SADPs alongside a comparison plot detailing the radial 
intensities of B-Si at room temperature and -173 degrees Celsius.  Due to nitrogen cooling, phonon 
modes above the frequency of 2.07 THz were supressed, which includes the TDS due to local phonon 
modes from boron doping. The radial intensity of B-Si at higher scattering angles in Fig 3b did not 
decrease; rather, it slightly increased upon cooling. This suggests that the intensities at high 
scattering angles were not predominantly contributed by TDS, as most of the phonon modes were 
suppressed. Hence, the intensity at higher angles is more likely to be contributed by Huang 
scattering, given that the vibration modes contributing to TDS were supressed.  
In summary, the effect of strain due to point defects has been studied in boron doped silicon using 
SADPs from [100] and [110] zone axes. Anomalous diffuse scattered intensity is observed at both 
small and large scattering angles. It is concluded that boron gives rise large angle to Huang scattering 
due to the intrinsic strain in the lattice, as well as altering the phonon configuration, and hence 
thermal diffuse scattering. 
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Background incl. aims 
Animals have the ability to generate a diverse array of minerals at various locations within or 
surrounding their cells. An example of this mineralization process is evident in the development of 
rigid skeletal structures. Especially skeletal hard parts like bones, teeth, shells, and exoskeletons are 
prime examples of biomineralization [1]. Carbonate apatite crystals constitute a significant portion of 
various mineralized tissues in vertebrates. In the mentioned structures, like bones and mineralized 
tendons, these crystals typically manifest as thin, irregularly shaped plates [2]. 
Electron diffraction experiments provide valuable insights into lattice parameters and symmetries 
and sometimes help uncover hidden crystals. Directing electron beams at these samples can explain 
their crystal arrangements, which helps to understand the mechanical properties of the materials, 
mineral composition, and integrity. A comprehensive understanding of the composition and 
characteristics of biomineralizations can be invaluable in diagnosing pathological calcifications, which 
are implicated in several severe diseases. Identifying and analyzing these crystals in tissues can 
provide crucial insights into underlying mechanisms and progression of such conditions, aiding in 
early detection, accurate diagnosis, and effective treatment strategies. Electron diffraction proves 
instrumental in diagnosing conditions such as Alzheimer's disease, which is characterized by 
abnormal accumulation of metals in the brain [3].On the bone samples, electron diffraction aids in 
identifying hard tissue calcification, which compromises elasticity, hardens these tissues and disrupts 
their function.  
Electron diffraction offers a significant advantage in its ability to analyze a much smaller area, 
typically at the nanometre scale [4], compared to X-ray diffraction, making it feasible to detect locally 
ordered structures (nanocrystals).  
This technique is also generally suitable for examining thin layers, such as 2D crystals. Consequently, 
this method proves particularly valuable for studying membrane proteins that readily form 2D 
crystals but face challenges in forming 3D structures [5]. 
 
Methods 
Low Voltage Transmission Electron Microscopy (LVEM) is a valuable technique in life science and 
materials research. LVEM operates at lower voltages, typically below 25 kV. This lower voltage 
regime offers distinct advantages, especially enhanced contrast. When assessing micrograph quality, 
spatial resolution and image contrast are key criteria. Low voltage improves contrast mechanisms, 
which is particularly beneficial for samples containing light elements, such as biological specimens. 
Enhanced image contrast helps to identify suspicious crystal structures in tissues. Moreover, low-
voltage electron diffraction has a distinct specific advantage yielding from the dimensions of the 
Ewald sphere, providing more information [6].  
The Low Voltage Electron Microscopes (LVEMs) by Delong Instruments integrate TEM and STEM 
(including dark fields in both regimes) and SEM (BSE) imaging modes. The LVEMs offer Electron 
Diffraction (ED) and eventually Energy Dispersive X-ray Spectroscopy (EDS), which makes them 
altogether highly versatile tools for material analysis. 
The samples were sectioned with 35° diamond knives at a feed of 20-30nm using ultramicrotomy 
method. 
 
Results 
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This study performed electron diffraction on selected biological samples, namely manganese-bound 
bacteria, bones, shells, and urea, and explored the advantages of analyzing biological samples using 
low voltage electron diffraction. The experiments were carried out using low-voltage electron 
microscopes LVEM 25E with an accelerating voltage of 25 kV and LVEM 5 operating at approximately 
5 kV. 
 
Conclusion 
In summary, electron diffraction proves invaluable for analyzing biological materials, offering insights 
into crystal structures and tissue properties. Particularly, it aids in studying thin layers and 2D 
crystals, contributing to understanding membrane proteins and the structural complexity of hard 
biological materials like bones and shells. Additionally, it shows potential in diagnosing diseases such 
as Alzheimer's. This study highlights the utility of low-voltage transmission electron microscopy in 
such analyses, providing enhanced contrast and analytical precision for diverse biological samples. 
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Background incl. aims 
Water-based aluminum batteries are a promising alternative to commonly used lithium batteries due 
to properties such as low production costs, safety in handling, and high theoretical capacity [1]. 
However, the formation of an oxide layer prevents achieving the desired electrochemical properties. 
By annealing Al-Cu multilayer heterogeneous nanostructures, the formation of a dendritic Al2Cu 
structure enveloped by pure aluminum can be achieved by a eutectic transformation [2]. Techniques 
such as FIB (focused ion beam) [3] for sample preparation and in-situ TEM analyses enable detailed 
monitoring of phase transformations and structural dynamics of materials at high temperatures. 
Research in this area is key to the development of new materials with potential applications in 
energy, especially in the context of improving performance and efficiency of water-based aluminum 
batteries. 
The main objective of this work is to analyze the structural and phase changes of multilayer 
nanostructures at elevated temperatures through in-situ annealing in TEM. Another goal is to 
compare the processes occurring in lamellae annealed in-situ with lamellae created from ex-situ 
annealed material. The results contribute to a deeper understanding of properties of Al-Cu multilayer 
heterogeneous nanostructures and their potential for applications. Moreover, they validate the 
experimental in situ methods employed in studying the microstructural processes.  
Methods 
Al-Cu multilayer heterogeneous nanostructures, consisting of alternating thin layers of Al and Cu 
nanoparticles, were prepared using magnetron sputtering. The transmission electron microscopy 
(TEM) and scanning TEM (STEM) with high-angle annular dark field (HAADF) imaging on a Jeol 2200FS 
was used for the characterization of samples. This was complemented by energy dispersive 
spectroscopy (EDS), scanning electron microscopy (SEM) analyses and automated orientation and 
phase mapping (ASTAR). Cross-sectional lamellae were prepared using a focused ion beam (FIB) on a 
Zeiss Auriga SEM. In situ annealing was conducted within the TEM using a GATAN heating holder. 
Results 
Films of the Al-Cu heterogeneous nanostructures, with thicknesses of 200 nm and 1 µm, were 
produced. The thin films were annealed in situ to investigate structural changes. Cross-sectional 
lamellae made from the 1 µm thick films revealed a gradient structure, showing an increasing 
amount of Al towards the bottom of the specimen. The impact of film thickness on the resultant 
structures was examined through comparative analysis of in situ annealed lamellae of two different 
thicknesses and lamellae prepared from ex situ annealed film. Surface modifications, grain size, and 
the distribution of Al2Cu within Al were mapped using SEM, EDS, and HAADF detectors together with 
ASTAR imaging techniques. 
Conclusion 
This study demonstrates the capabilities of in-situ annealing for exploring the structural and phase 
transformations in Al-Cu multilayer heterogeneous nanostructures. Through characterization 
techniques, including TEM, STEM, EDS, and ASTAR, a gradient structure with varying aluminum 
concentration was observed, particularly in multilayer films. The comparisons between in-situ and 
ex-situ annealed lamellae, highlight the thermal behavior and potential of these nanostructures for 
advanced material applications, such as in next-generation battery technologies. 
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Background incl. aims  
Transmission electron microscopy (TEM) is still considered a key analysis technique when high spatial 
resolution is required, even considering the generally lengthy, difficult and sometimes troublesome 
sample preparation. Such important advantage applies to imaging, structural and diffraction analysis 
and analytical investigations. The analysis and quantification of strain fields in crystalline materials 
also takes advantage of the TEM spatial resolution and over the last decades several TEM based 
techniques were developed [1].  
In the framework of the CHALLENGES project financed by the EC (Grant agreement 861857 [2]), 
several methods have been used to validate the results of Tip Enhanced Raman Spectroscopy (TERS) 
in the characterisation of semiconductors (Si based) wafers and structures. Strain was one of the 
physical quantities measured in either thin film or patterned structures and TEM methods were used 
as standard reference. A series of three Si1-xGex heterostructutres, deposited as thin films onto a Si 
substrate, at different Ge concentration and thickness (see Table I), were used as ‘standard strain’ 
samples in order to compare all the techniques adopted (that includes optical based as well as 
diffraction based ones, such as TEM and X-ray Diffraction, XRD) onto the same samples. The Ge 
nominal concentration and SiGe film thickness were #1: 20%/45 nm, #2: 30%/29 nm and #3: 
40%/22nm, respectively. 
We therefore took this opportunity to test different standard TEM strain analysis methods, namely 
Convergent Beam Electron Diffraction (CBED), Geometric Phase Analysis (GPA) and standard Selected 
Area Diffraction (SAD), in such samples using a conventional TEM, with the aim of evaluating the 
accuracy of the measurements with particular reference to the strain relaxation related to the 
lamellae thickness. 
 
Methods 
Thin cross-sectioned lamellae for TEM analysis have been prepared from the wafes using a Zeiss 
XBeam 340 FIB, with Ga ions accelerated at 30 KeV, then at 5 and 2 KeV for a final polishing to reduce 
the amorphous and crystal damaged layers thickness at the thinned surfaces. In each lamella a series 
of 3 thin regions at different thicknesses were prepared. The local crystal thickness in each region 
was evaluated by means of two-beams (004) CBED and resulted of about 100 nm, 200 nm and more 
than 450 nm, from the thinner to the thicker ones in each lamella. 
The TEM measurements were performed in a FEI Tecnai F20T equipped with a Schottky emitter and 
operated at 200 kV accelerating voltage. 
The samples film strains have also been measured with high resolution XRD using a Rigaku SmartLab 
X-ray diffractometer. 
 
Results 
CBED strain analysis was performed in STEM mode by obtaining diffraction pattern along several 
lines proceeding from the substrate to the surface after having oriented the sample along the <230> 
zone axis [3]. The CBED measurements were performed only in the thicker (>450 nm) regions of the 
sample. It was possible to obtain good and measurable patterns only up to regions close to the 
Si/SiGe interface. In the centre of the film the High Order Laue Zones (HOLZ) lines split or blurred out, 
thus preventing any measurement. 
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Since strain values were of the order of 10-2 and the film thicknesses were at least 20 nm it was 
possible to use also conventional SAD that showed comparable results with those obtained with the 
more sophisticated and instrumental requiring Nano Beam Diffraction (NBD). The SAD measurements 
showed a split of the (400) reflection family, corresponding to the Si and the SiGe regions, confirming 
that the crystal deformation was uniaxial in all samples, i.e. along the growth direction, as expected 
in a tetragonally distorted crystal. The mismatch values obtained vary considerably in the same 
sample at different thicknesses of the lamella: in Table 1 the mismatch values obtained in the thicker 
regions are reported. 
Finally, good quality HREM images were recorded only in the thinner area of the samples, in both film 
and substrate, and from these we obtained the corresponding mismatch values from GPA analysis. 
From this analysis too the distortion showed an uniaxial behaviour but also smaller mismatch values 
if compared with those obtained by SAD in thicker regions. 
All the results obtained are summarised in Table I, together with the measured Ge concentration (as 
obtained by energy dispersive x-Ray spectroscopy) and High Resolution XRD (HRXRD) measurements. 
From the results shown in the table it is quite evident that phase analysis gives lower values for the 
measured mismatches, and it reasonable to assume that a larger strain relaxation occurs here since 
the sample should be thinned to a lower thickness value to collect HREM images. Moreover, samples 
#1 and sample #2 show a similar residual strain, while sample #3 keeps a much higher value. This 
could be due an increased rigidity in sample #3 related to the much smaller film thickness. The small 
discrepancy between SAD and HRXRD results suggests that small strain relaxation could still occur 
even in thicker areas. 
 
Conclusion 
The application of well established TEM techniques for crystal strain evaluation in simple SiGe/Si 
heterostructures showed some limitations. Despite the High strain sensitivity, CBED confirmed to be 
ineffective in samples regions were an high strain gradient or a strong strain relaxation occur. Both 
GPA and conventional diffraction were able to measure the uniaxial deformation, but best results 
were obtained in thick lamellae (>450 nm), thus confirming that the relation between strain vs. local 
sample thickness plays an important role in measurement accuracy. 
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Background incl. aims 
Mixed-anion compounds are much less explored than monoanionic materials such as oxides. 
However, the possibility of forming heteroleptic coordination polyhedra can result in significantly 
different emergent properties and the different anion properties such as charge, ionic radii, 
electronegativity, and polarizability add new degrees of freedom to control and tune the electronic 
and atomic structure of materials. We have recently succeeded in preparing Ca₂MnO₃Cl (powder) 
which adopts a novel structure type. However, obtaining the structure of this new compound was 
tricky because of the powder's extreme sensitivity to humidity, and because of the presence of 
secondary phases, which made indexing the powder X-ray diffraction pattern particularly hard. 
Methods 
Particularly well-suited to the study of nanomaterials, Transmission Electron Microscopes (TEMs) 
have recently become indispensable in nanoscale crystallography, thanks to major technological 
advances such as the invention of spherical aberration correctors, the development of fast, sensitive 
pixel detectors, cryogenic methods, beam precession, etc... which have led to the advent of 3D 
Electron Diffraction (3D-ED) methods for solving nanocrystal structures. The microscopist now has 
reliable diffracted intensities at his disposal, enabling him to calculate a structural model ab initio, 
then refine it on the basis of dynamic theory, thanks to the development and constant updates of 
dedicated crystallography programs [1-3], or use X-ray or neutron diffraction. He can also compare 
the resulting structure with atomic resolution images and maps, recorded in parallel in a state-of-the-
art TEM. We performed 3D-ED, Z-contrast imaging and Energy Dispersive X-ray Spectroscopy (EDX) to 
determine the crystallographic structure of the new mixed anion oxyhalide Ca₂MnO₃Cl. Then the 
structural model was refined using powder X-ray and neutron diffraction [4]. 
Results 
Ca₂MnO₃Cl crystallizes in a novel structure type stabilized by the small ionic radius of Ca and the 
strong Jahn-Teller effect of Mn³+. The resulting structure (9.752 Å × 6.4946 Å × 6.5763 Å, space group 
Cmcm) contains 1-dimensional chains of MnO4 square planes, with an angle ~120 ° between 
neighboring planes. At low temperatures, this material adopts magnetic arrangements with 
ferromagnetic chains coupled antiferromagnetically. On applying a magnetic field, it experiences a 
spin flop transition leading to a magnetic unit cell four times larger than the nuclear one. 
Conclusion 
We will describe the process leading to the structure of the new oxychloride Ca₂MnO₃Cl, emphasizing 
the importance of the TEM part to solve ab initio its crystal structure, which opened the doors to the 
comprehension of its magnetic state. 
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Background 
Iron (Fe) alloys are fundamental to various industrial applications due to their diverse mechanical 
properties and structural versatility. Understanding these alloys' grain structure and crystallographic 
characteristics is crucial for optimizing their performance. Here, a newly developed laboratory-based 
Diffraction Contrast Tomography (LabDCT) was used for non-destructive three-dimensional grain 
mapping and crystallographic analysis of pure iron. LabDCT, within a commercial laboratory X-ray 
microscope (Zeiss Xradia 630 Versa), uses a synchrotron-style tomography detection system and, 
combined with conventional absorption tomography, enables analysis of defects, deformation, grain 
growth, and phase transformation. This study aims to evaluate the efficacy of XRD-CT in 
characterizing pure iron, comparing the obtained grain and crystallographic data. The aim is to use 
the data from pure iron as a reference point for the future characterization of more complicated Fe 
alloys.  To validate the results obtained from LabDCT, this study also employs 3D Electron Backscatter 
Diffraction (EBSD) tomography on the same volume. This comparative analysis seeks to highlight the 
potential advantages and limitations of LabDCT, advancing its application in material science and 
industrial contexts. 
Experimental Method. 
A cylindrical piece of pure iron with a diameter and height of 450 μm and 1800 μm Lab-based 
Diffraction Contrast Tomography (DCT) scan and X-ray absorption tomography were performed using 
the Zeiss Xradia 630 Versa Micro X-ray Computed Tomography (Micro-XCT) system. A helical 
phyllotaxis Lab DCT (HP-DCT) scan was used to cover a larger field of view. The DCT Scan was 
performed using an accelerated voltage of 100 kV, a power of 14 W, A letterbox aperture of (375 μm 
× 375 μm), DCT 4X objective detector with 2.5 mm x 2.5 mm detector beam stop to block the 
transmitted X-rays. The specimen was rotated 360°, over which 181 projections with an exposure 
time of 60 s per projection were collected. To Satisfy the Bragg condition, the source and detector 
were positioned within an equal distance from the sample. A helical scan was used to cover a larger 
field of view. For serial sectioning tomography, a dual-beam TFS Helios G5 Xe PFIB system was 
employed. The sectioning and EBSD scans were carried out under the following conditions and 
controlled by the FEI Auto-slice-and-view software. The slice thickness was set to 2 μm, and EBSD 
was collected every other slice for a final z-resolution of 4 μm. A current of 0.2 μA was used for slicing 
the block, and a 5° rocking mill was used to prevent curtaining effects. 2D EBSD maps were collected 
at 20 keV with a current of 13 nA using an Oxford Symmetry detector and the Aztec control software. 
Each EBSD map covered the entire sample face with indexing at 4 μm step size to provide 
approximately cubic voxels for the 3D reconstructions. In total, 75 individual slices were collected on 
a sequence of X-Y planes.  
3D Reconstruction  
To reconstruct the DCT data and grain mapping, version 3.2.5 of the data reconstruction software, 
GrainMapper3D by XnovoTech® was utilized. Importing the raw data, thresholding, alignment, and 
clean-ups, were all carried out using DREAM.3D software to reconstruct the EBSD-FIB Tomography 
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data. Following the reconstruction, 3D datasets were visualized using Dragonfly Pro and ParaView 
software. 
Results 
Fig 1a shows the DCT-reconstructed 3D volume of the pure iron and the three 2D cross sections of 
the grains in the XY, XZ, and YZ planes. Fig 1 b illustrates a 3D-EBSD reconstruction of the volume 
corresponding to the top 300 μm of the sample. To match the EBSD and DCT results, a slice-by-slice 
observation was carried out to reveal the internal microstructure of the material. The 3D variation of 
the grain morphology and crystallography was precisely tracked through the entire volume of the 
material using both 3D-EBSD and DCT datasets. After identifying the corresponding 2D slice in the 
lab-based DCT dataset, comparisons were made between lab-based DCT and EBSD techniques in 
terms of grain size, shape, and texture. A grain-by-grain comparison of the DCT and EBSD data is 
shown in Fig 1C. Although the LabDCT effectively determined the center of the mass position and 
large grains’ shape, the EBSD data showed more accuracy in terms of the grain boundaries and grain 
shapes and detection of smaller grains. Furthermore, the DCT method was able to image larger 
volumes in a shorter time.  
Conclusions 
The quality of the 3D grain maps of pure iron obtained with LabDCT and 3D FIB-EBSD was compared 
in terms of grain size and shape. The centre of the mass position of grains in DCT was found very 
close to 3D EBSD. The grain size and number of grains in DCT were underestimated compared to the 
grain size obtained in the EBSD. The grains in the EBSD image are more complex than the DCT grains 
due to the higher resolution of the EBSD method. Overall, a promising agreement was observed 
between the DCT and EBSD data.  

 
Keywords: 

LabDCT, XCT, 3D FIB-EBSD, Grain-mapping 

Reference: 

[1] Holzner, Christian, et al. "Diffraction contrast tomography in the laboratory–applications and 
future directions." Microscopy Today 24.4 (2016): 34-43. 
[2] Ball, James AD, et al. "Registration between DCT and EBSD datasets for multiphase 
microstructures." Materials Characterization 204 (2023): 113228. 
[3] Burnett, T.L., et al. "Large volume serial section tomography by Xe Plasma FIB dual beam 
microscopy." Ultramicroscopy 161 (2016): 119-129. 



IM-06 - Diffraction Techniques and Structural Analysis 

 
[4] Groeber, Michael A., and Michael A. Jackson. "DREAM. 3D: a digital representation environment 
for the analysis of microstructure in 3D." Integrating materials and manufacturing innovation 3 
(2014): 56-72. 


